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EDITORIAL 
 
 
 
 

We are happy to announce the first issue in third volume of our journal. In 

this edition of the Journal of Economic and Social Development we present 

the best quality papers from two conferences: the 10th International 

Scientific Conference on Economic and Social Development that was held 

on 25th September in Miami Fl. and the 11th International Scientific 

Conference on Economic and Social Development - Building Resilient 

Society, that was held on 17th and 18th December in Zagreb, Croatia. From 

total of 96 papers, the best 16 papers are selected for this edition. 
 

The topics that are included in this edition are actual issues in different 

cultural and economic environments with emphasis on ethical behavior in 

business activities. Several cases from America, Europe, Thailand, Turkey, 

Pakistan and Saudi Arabia show variety of authors' origin, as well as their 

different approach to the recent global situation. 
 

In the third volume of our journal we welcome Marina Klacmer Calopa as a 

new co-editor of JESD. 
 
 
 
 
 
 
 

Marijan Cingula 

Editor 
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ABSTRACT 

Strategic thinking capability is interesting part of the cognitive development of each entrepreneur. This 
paper develops on notion that there a number of demographic variables that shape the behavior of 
each particular elements of entrepreneurial orientation and strategic component of each entrepreneur. 
The demographic variable that have significant role will take the role of moderator in further research. 
Since both constructs are multidimensional, the demographic variables are not influencing them in the 
same way. The empirical research has been performed on IT firms in Croatia in 2014. Individual 
entrepreneurial orientation is measured by the construct developed by Bolton and LaneΩs (2012) 
individual entrepreneurial orientation instrument. The instrument is grounded in the seminal work of 
Miller (1983), Covin and Slevin (1986; 1988; 1989), Lumpkin and Dess (1996) and Covin and Wales 
(2011); consisting of three dimensions ς risk-taking, innovation, and proactiveness. Strategic thinking 
was measured by PisapiaΩs (2009) Strategic thinking questionnaire (STQ). The STQ asked respondents 
to rate how often they use systems thinking, reframing, and reflecting skills. Within the framework of 
individual entrepreneurial orientation the following demographic variables shape the trends:  age, 
gender, education abroad and previous experience. Entrepreneurs between 40-60 years old are less 
prone to risk, female entrepreneurs are more proactive than men, education abroad provides with the 
additional proactiveness and the entrepreneur with previous experience is prone to higher risk, 
proactiveness and innovativeness. Within the framework of strategic thinking capability the following 
demographic variables shape the trends: age, gender, education and experience. Entrepreneurs older 
than 60 score high on system thinking as well as females, females also score higher on reframing. 
Entrepreneurs with PhD degree score lower on reframing, while managers working more than 20 years 
score high on reframing. All the relevant demographic variables can be introduced later on as 
moderators investigating individual entrepreneurial orientation and strategic thinking capability 
relation. 
Keywords: Croatia, demographic variables, individual entrepreneurial orientation, strategic thinking 
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άThe most valuable 100 people to bring into a deteriorating society would not 
be economists, or politicians, or engineers, but rather 100 entrepreneurǎέ 
Abraham Maslow 

 
 

1. INTRODUCTION 
The research of entrepreneurial orientation is well established in literature. The expending 
research bridges toward strategic entrepreneurship and toward strategic management or 
more refining strategic thinking using cognition and contextual setting in order to explain 
phenomena of entrepreneur establishing, growing, failing and sustaining her/his business. The 
essence of entrepreneurs, is as suggested by Bolton & Thompson (2000, p.5), as people who 
habitually creates and innovates to build something of recognized value around perceived 
opportunities. They are a particular type of person whose risk-taking and innovative prowess 
lends itself to identifying and exploiting profitable opportunities resulting in organizational 
and economic growth (Kuratko, 2007; Lumpkin & Dess, 1996). In our earlier study, we use a 
previously unstudied element of the cognitive frame (strategic thinking capability) and 
individual entrepreneurial orientation. Our larger research agenda will attempt to link 
individual entrepreneurial orientation with firm EO and then to firm performance. 
Results  from  that  study  indicated  that  strategic  thinking  capability  (STC)  was  positively 
associated individual entrepreneurial behavior. This means that entrepreneurs who used 
these thinking skills more often also exhibited individual entrepreneurial behaviors more 
often than entrepreneurs who use these thinking skills less often. Furthermore, proactiveness 
was positively associated with reflecting, reframing, systems thinking, and STC; meaning that 
the more often the entrepreneurs use these strategic thinking skills the higher is their score 
on proactiveness. Two other dimensions of STC - Systems thinking and reframing - were 
positively associated with risk-taking, meaning that the more often the entrepreneurs use 
these skills the more risk they are willing to assume. Interestingly, only reframing was 
significantly associated with innovativeness. 
The  current study  asks  are  these  relationships  moderated by  alterable and  unalterable 
demographic and contextual variables. Both the initial and the current studies were based on 
the premise that each of the constructs- individual entrepreneurial orientation and strategic 
thinking capability - were multidimensional constructs based on elements that act 
independently and in concert with one another.  This paper further investigates this premise 
by developing the notion that there a number of demographic variables that shape the 
behavior of each particular elements of entrepreneurial orientation and strategic component 
of each entrepreneur. Demographic variables that demonstrate that they play a significant 
moderating role are identified and will be used in further research. 
The study is significant because it delves into variables that have not been studied previously. 
First, it is possible that we can gain insight into how entrepreneurs think and how use of these 
thinking skills relates to their own entrepreneurial orientation. This linkage has not been 
studied thus far. Additionally, it also provides insight as to how demographic variables can be 
considered as moderators in the relation between individual entrepreneurial orientation and 
strategic thinking. 
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2. THEORY DEVELOPMENT 
 

Theory development is discussed in the following paragraphs discussed from point of view of 
two constructs; individual entrepreneurial orientation and strategic thinking. The paper also 
explores ways demographics influence both constructs of individual entrepreneurial 
orientation and strategic thinking capabilities. 

 

 
 

Individual entrepreneurial orientation 
 

Individual entrepreneurial orientation derives from a vast entrepreneurial orientation 
literature easily grouped in four different groups of research. 

 

The entrepreneurial orientation (EO) tradition measures a ŦƛǊƳΩǎ inclination toward 
entrepreneurial behaviors. It has been referred to as an entrepreneurial mindset, climate, or 
strategic orientation and has been described by Taulbert (2013) as the heart and soul of 
sustainable, long-term success in any industry. The EO construct has been applied at the 
individual level (Bolton & Lane, 2012); but more often as an antecedent to firm performance 
(Hult & Ketchen, 2001; Lee, Lee & Pennings, 2001). Few studies have used firm level EO as a 
dependent variable (Cool & Van Den Broeck, 2007; Poon et al., 2006). Numerous studies 
attempting to link EO as an antecedent to firm performance yielded conflicting results (see 
Auger et al., 2003; Lumpkin & Dess, 1996; Rauch et al., 2004; Wiklund, 1998). 

 

The individual  tradition is based on the study of entrepreneurial attributes, attitudes and 
personality traits that relate to a ǇŜǊǎƻƴΩǎ likelihood of beginning a business (Raposo et al., 
2008) and entrepreneurial orientation. From an attitudinal perspective, the extant literature 
characterizes entrepreneurs as individuals with: a need for achievement (McClelland, 1965; 
Miner, 2000), an internal locus of control (Brockhaus, 1980; Kets de Vries, et. al., 1989), a risk- 
taker (Brockhaus, 1980; Covin & Slevin, 1991; Kuratko, 2007; Meyer, Walker, & Litwin, 1961), 
passion, desire to innovate, intention on becoming an entrepreneur (Bolton & Lane, 2012; 
Covin & Slevin, 1991; Kuratko, 2007; Lumpkin & Dess, 1996; Miller, 1983).   Yet, only two 
personality traits, openness to experience and conscientiousness are associated with 
entrepreneurial intentions (Zhao et al., 2010). 

 

The top management teams tradition examines antecedents suggested by upper echelon 
theory (Hambrick & Mason, 1984). According to Covin and Slevin (1991), Tarabishy et al. 
(2005), and Wiklund (1998) the entrepreneurial orientation of an organization is established 
at the uppermost level of leadership and results in stimulating risk taking and proactive 
behaviors from employees. For instance, all imply that firm EO results from Ψǘop managers 
having entrepreneurial management stȅƭŜΩ (Covin, & Slevin 1998), or reflecǘǎ ΨƳanagers 
capabilityΩ (Avlonitis, & Salavou, 2007), or, determined by executive on the basis of their goals 
and temperaments (Miller & Friesen 1982). These studies reinforce the implication that EO is 
based on the individual entrepreneurial orientations of the ŜƴǘǊŜǇǊŜƴŜǳǊΩǎ and the top 
management teams (e.g. Chaston 2000; Guth & Ginsberg, 1990; Lumpkin & Dess, 1996; Vitale 
et al., 2003). 

 

The cognitive tradition rests on the assumption that entrepreneurs think differently (e.g. 
Baron, 1998; Busenitz & Barney, 1997; Cools & Van Den Broeck, 2007; DǊŞƎoire, Corbett, & 
McMullen, 2011; Kickul & Krueger, 2004; Nuntamanop, Kauranen, & Igel, 2013; Nutt, 1990; 
Palich & Bagby 1995). Cognitively oriented studies suggest that entrepreneurs rely on 
cognitive skills to gain insight, and make assessments, judgments, or decisions involving new 
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opportunity evaluation, venture creation, and growth (Mitchell et al. 2002, pp. 8-10; Haynie, 
Shepherd, & Patzelt, 2012). However, these skills are seldom extracted. 

 
In summary, attempts to identify specific traits entrepreneurs possess have proven 
inconsistent. Numerous studies have attempted to link EO to firm performance with 
conflicting results. However, as Cool & Van Den Broeck (2007) report the most promising traits 
include, internal locus of control, achievement motivation, tolerance for ambiguity, self- 
efficacy, and possessing a persuasive personality. Firm level EO has been used extensively as 
an antecedent to firm performance and few studies have used firm level EO as a dependent 
variable (Cool & Van Den Broeck, 2007; Lumpkin and Erdogan, 2004; Poon et al., 2006). 
However, using these traits as antecedents to firm performance remains unsecured in the 
literature (Cool & Van Den Broeck, 2007) and led to the search for additional dispositions and 
behaviors flying under the banner of entrepreneurial orientation. Entrepreneurial orientation 
measures an organizaǘƛƻƴΩǎ or ƛƴŘƛǾƛŘǳŀƭΩǎ inclination toward entrepreneurial behaviors. It can 
be referred to as a firm or individuaƭΩǎ entrepreneurial mindset, climate, or strategic 
orientation. This paper builds on the entrepreneurial orientation grounded on the individual 
level. The construct has been applied at both the firm and indvidual level (Bolton & Lane, 2012) 
as an antecedents to individual and firm performance (Hult & Ketchen, 2001, p. 901), or 
included within the constellation of strategic orientation which includes market orientation 
(Kohli & Jaworski, 1990; Jaworski & Kohli, 1993, 1996, Jaworski et al. 2002; Voss & Voss, 2000), 
learning orientation (Anderson, Covin, & Slevin, 2009; Baker & Sinkula, 1999; Gibb, 1997; 
Rowley, 2000), and entrepreneurial orientation. The literature is rather clear that the 
elements of entrepreneurial orientation include proactivity, risk-taking, and innovativeness 
(Miller (1983; Morris, Schindehutte & LaForge, 2004: 92), and competitive aggressiveness, 
(Lumpkin & Dess, 1996) and autonomy (Lumpkin & Dess, 1996; Rutherford and Holt (2007). 
Innovativeness and risk taking are perhaps the most characteristic attributes of 
entrepreneurship in general (Covin & Slevin, 1991; Kreiser, Marino, & Weaver, 2002a, 2002b, 
2002c; Lumpkin & Dess, 1996). The link between EO and firm performance has been studied 
often (Wickham, 2004), However,  the role of antecedents remains unsecured (Cool & Van 
Den Broeck, 2007) Most investigations been conducted at the firm level as an antecedent or 
mediator explaining firm performance (e.g. Covin and Slevin, 1989); Lee, Lee & Pennings, 
2001; Osiyevskyy, Agarwal, Ndubisi, 2013; Vitale et al., 2003; Wales, Parida, Patel, 2013; 
Wickham, 2004; Wiklund, 1999; Zahra, 1991; Zahra et al., 2000).  The link has not been 
securely fashioned through emperical studies. While a recent meta-analysis of 53 samples 
from 51 published studies bears out the positive correlation between the most common 
measures of EO and various firm performance metrics (average r = 0.24) (Rauch et al., 2004). 
Others have reported inconsistent findings regarding EO as a performance-mediating variable 
(e.g., Auger et al., 2003; Lumpkin & Dess, 1996; Smart & Conant, 1994; Wiklund (1998: 222- 
236). 

 
Strategic thinking 
Kabacoff (2013) reported in Harvard Business Review a study in which 97 percent of a group 
of 10,000 senior executives said strategic thinking is the most critical leadership skill for an 
organization's success. In another study (Kabacoff, 2013) 60,000 managers and executives in 
more than 140 countries rated a strategic approach to leadership as more effective than other 
attributes including innovation, persuasion, communication, and results orientation. Strategic 
thinking is recognized as the scares, needed capability that is unreplaceable in every firm. 
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Strategic thinking (Jelenc, 2009) is recognized as a process in which a person is perceiving, 
reflecting, feeling, realizing and acknowledging signs that impact the future of the firm, giving 
them meaning and acting upon them by shaping the impressions, perspective and behavior 
accordingly. Whenever unexpected events and/or research findings happen, people see it 
either because of the supremacy of strategic thinking or its lack. Eventhough the factors, 
causes, or blame is on somebody or something else, the strategic manager labels it as strategic 
thinking. When looking closely at what strategic thinking really means it could be quite 
perplexing to find out that strategic thinking is a synonym for almost all the concepts that have 
strategic as their first word. Due to the problem of articulating the cognitive character of 
strategic thinking, it is very elusive to define, measure, train or learn how to think strategically. 
Therefore, there are many mystifications and interpretations of its meaning. Yet, it is 
important to realize that the lack of strategic thinking capability is recognized as the major 
detractor of economic performance. The general conclusion is that strategic thinking has been 
under-theorized. The first attempts at defining the term and the main elements of strategic 
thinking skills came from Bonn (2001), Liedtka (1998), Jacobs (1994) Mintzberg (1991). Sloan 
(2013) identified five critical attributes of strategic thinking: imagination, broad perspective, 
juggle, no control over and desire to win. Jelenc (2009), and Jelenc and Swiercz (2011) 
proposed systems thinking, hypothesis generation and testing, focused intent, time, 
professional capability, conceptual flexibility, future vision, political sensitivity, intuit ion and 
uncertainty/paradox/disequilibrium as the essences of strategic thinking skills. Most of these 
skills are found in Pisapia (2009) and Pisapia, Reyes-Guerra, and Coukos-SemmelΩǎ (2005) 
strategic thinking skills (systems thinking, reframing, and reflection). 

 
3. METHODOLOGY 
Sample. The sample consisted of information technology (IT) firms operating in Croatia. IT is 
an industry operating in the global business context, following newest global trends and 
meeting international demand for their products (Valdaliso, 2011). Therefore, IT firms in 
Croatia are nested in the national business context serving global markets and facing 
international competitors. The list of the IT sector firms operating in Croatia was generated 
from the Amadeus database according to the status of firms in March 2014. The list consisted 
of registered firms (NACE Rev. 2) with the dominant code of dealing with computer 
programming, consultancy and related activities (code 62). The firms dealing with IT trade 
were excluded from the list. The remaining sample consisted of 2,129 firms. Contact data from 
the database were updated by the data from the Croatian Court Register. After filtering the 
non-active firms due to legal reasons, the final sample consisted of 1,465 IT firms actively 
doing business in Croatia. After two waves of filed research we received 146 valid responses. 
After applying the two validity indicators recommended by Pisapia (2009) for self-report 
instruments, 10 cases were excluded from the study due to the degree of response 
inconsistency. Finally, we ended up with 136 cases to analyze, representing 9.2% of the total 
population of IT firms in Croatia. 

 
Measurement. Individual entrepreneurial orientation is measured by the construct 
developed by Bolton and LaƴŜΩǎ (2012) individual entrepreneurial orientation instrument. The 
instrument is grounded in the seminal work of Miller (1983), Covin and Slevin (1986; 1988; 
1989), Lumpkin and Dess (1996) and Covin and Wales (2011) and adjusted to the individual 
level of measuring individual entrepreneurial orientation. Individual entrepreneurial 
orientation  consists  of  three  dimensions  ς  risk-taking,  innovation,  and  proactiveness 
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measured on the Likert scale. Strategic thinking is measured by PisapiaΩǎ (2009) Strategic 
thinking questionnaire (STQ). The STQ asked respondents to rate how often they use systems 
thinking, reframing, and reflecting skills when confronted with problems, dilemmas, and/or 
opportunities on a five point Likert-type scale. The STQ was psychometrically validated by 
Pisapia, Morris, Cavanaugh, and Ellington (2011). Both scales were translated from their 
original language (English) into Croatian. Then, they were back translated to ensure that all 
items were adequately formulated. Measures of validity and reliability of both constructs 
were performed. In regard to strategi thinking capability, a Principal Axis Factor Analysis. 
Rotation Method: Oblimin rotation. Rotation converged in 6 iterations) extracted three 
elements of strategic thinking explaining 52 % of variances (Cronbach  h=. 81) as theoretical 
background suggested; system thinking, reflections and reframing. In regard to individual 
entrepreneurial orientation a Principal Component Analysis with a varimax rotation was used. 
Rotation converged in 5 iterations) named three elements; risk, proactiveness and 
innovativeness which explain 63 % of the variances (Cronbach h  =. 76). We used demographic 
variables found in previous studies to impact the use of strategic thinking capability and 
individual entrepreneurial orientation. A number of demographical variables were included in 
line with previous research which found them to be an important determinant of 
organizational process and/or performance for both individual entrepreneurial orientation 
and strategic thinking. They are: gender (Blanchflower, 2004; Davidson and Honig, 2003; 
Minniti and Nardone, 2007), age (Bonte, et al., 2007; Lamotte and Colovic, 2013; Lebret, 2014; 
Levesque and Minniti, 2006; Stam and Elfring, 2008 ), experience (Hisrich, 1990; Lebret, 2014; 
Lee and Tsang, 2001), and education levels (Chow et al., 2003; Davidsson and Honig, 2003). 
Organizational size is also mentioned in the literature as a variable in several studies 
(e.g.Baum et al., 2001; Stam and Elfring, 2008; Zhang Yang et al. 2006). 

 
4. RESULTS 
The demographic results of the sample are presented in Table 1. The average responder was 
male, between 41 and 50 years old, earned higher education diploma, with previous 
entrepreneurial experience, between 6 and 19 years of experience, with no education abroad 
and employs up to 10 employees. 

 
 
 

 
(Table following on the next page) 
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Gender 

Number (N) Percent (%)  Number (N) Percent (%) 

Previous entrepreneurial 
Female 16 12 experience 

Yes 77 57 
Male 120 88 No 59 43 
Age 

-30 
9 7

 
Work Experience 

-1 year 
5 3

 
31-40 47 34 1-5 years 33 25 
41-50 50 37 6-19 years 71 52 
51-60 28 21 20- 29 years 26 19 
61- 2 1 =>30 years 1 1 

Education 
High school 29 21 

Education abroad 
Yes 31 23 

Higher education 85 63 No 105 77 
Master studies 18 13 Employees 

0 8 6 
PhD 4 3 -10 99 73 

11-50 18 13 
51-250 5 4 
251> 6 4 

 
Table 1: Demographic results of the empirical research 

 
As seen on Table 2, the relationship between strategic thinking capability and individual 
entrepreneurial orientation is influenced by entrepreneur age, gender, education abroad, 
and previous experience. Entrepreneur in the category 40-60 years old (F(1,135) = 4,124, p<0,05) are 
prone to risk in much lower degree than entrepreneurs younger than 40 and older than 60 
years old, which reflects on the general entrepreneurial orientation. Results show that female 
entrepreneurs (F(1,135) = 9,268, p<0,05) are more proactive than man entrepreneurs.  Education 
gained abroad brings entrepreneurs higher level of proactiveness (F(1,135) = 3,974, p<0,05) in 
comparison with entrepreneurs which did not had the opportunity to study abroad. Previous 
experience is a good control variable for individual entrepreneurial orientation. 
Entrepreneurs with previous experience in entrepreneurial activities and projects are more 
familiar with the business setting and prone to higher risk (F(1,135)  =0,8708, p<0,05), higher level of 
innovativeness (F(1,135) =4,558, p<0,05), proactiveness (F(1,135) = 4,678, p<0,05) and consequently 
entrepreneurial orientation (F(1,135) = 11,765, p<0,01). When analyzing construct of strategic thinking 
capability there are similar conclusions. Strategic thinking capability is influenced by following 
demographic factors; age, gender, education, and experience. Entrepreneurs older than 60 
score higher on the system thinking (F(1,135)  = 5,231, p<0,05) than younger entrepreneurs. 
Female entrepreneurs score higher on system thinking (F(1,135) = 6,251, p<0,05),  on reframing 
(F(1,135) = 6,511, p<0,05) and therefore in general in strategic thinking (F(1,135) =6,303, p<0,05). 
Entrepreneurs with PhD level of education have lower level of reframing (F(1,135) = 2,124, p<0,05) 

from all other entrepreneurs with lower level of education. Entrepreneurs with managerial 
experience working for more than 20 years score higher on reframing (F(1,135) = 2,467, p<0,05) than 
those with less managerial experience. Firm size and performance did not relate to any 
demographic variable. This could be explained by the small sample size and specifics in the 
Croatian entrepreneurial practice that has not been taken into consideration. The ideas for 
elaborating demographic variables are environment and motivation of working in IT sector. 
It could be that environment is not prone for entrepreneurs and those regions within Croatia 
have a different treatment. The other things are that working in IT sector could be just a job 
and career and not the entrepreneurial call rather an existential option to earn money. 
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*. Significance at the 0.05 level 
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Table 2. - Demographic variables for individual entrepreneurial orientation and strategic thinking 
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5. DISCUSSION AND CONCLUSION 
Lumpkin & Dess (1996, 2001) and Miller (2001) suggested that elements of entrepreneurial 
orientation may vary independently, depending on the environmental and organizational 
context (p. 137). Therefore the construct of strategic thinking and individual entrepreneurial 
orientation are considered in the context of Croatian IT firms and for each subconstract 
separately and put in relation with demographic variables that made a difference in previous 
research. 
Entrepreneurs, prone to risk, are people younger than 40 in their career booster period or 
people older than 60 who already established a stable financial resource and have experience 
with managing risk very well. Gender brings difference in being proactive, while in risk and 
innovativeness gender does not seems to bring any difference. Women have developed 
ability to understand the complexity of system and the ways it can be understood and 
perceived differently. Study abroad is having an impact on level of proactiveness of 
entrepreneurs. Previous entrepreneurial experience is a generator and source of learning for 
deepening the readiness to accept higher risk, involve deeper in innovativeness and being 
proactive. Therefore the first experiences in entrepreneurial project are crucial for people to 
engage their passion, motivation and willingness to ask for more. 
In the system thinking capability, it seems that experience and age older than 60 brings better 
results in understanding system thinking. PhD level of education within the population of 
entrepreneurs can bring lower results to reframing while they have been trained according 
to the standard scientific method differing from reframing modes of thinking needed in 
business context.  Managerial experience for entrepreneurs, who work more than 20 years, 
can benefit in improving the level of their reframing ability. Risk is lower for the middle 
generation (40-60 years old), and rising up as entrepreneurs have previous experience as 
entrepreneur. Innovativeness is rising by previous entrepreneurial experience. Proactiveness 
is the ability found more with women entrepreneurs and generally with people with previous 
experience and entrepreneurs studying abroad. 
System thinking is an ability developed by entrepreneurs older than 60 and women no matter 
of age. These findings are according to results of research performed by Pisapia, Morris, 
Cavanagh, and Ellington (2011). Reflect did not found any relation with any of the presented 
demographic variable. Reframe is the ability that women do much better than men. PhD level 
of education will lower the possibility for reframing. Entrepreneurs that have more than 20 
years of managerial experience are much better in reframing. 
The  further research is  directed toward  the  relevant demographic variables  which  are 
candidates for acting as moderating variable when looking closely relation between individual 
entrepreneurial orientation and strategic thinking capability. 
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ABSTRACT 

This study examines the service quality of cultural tourism experience perceived by tourists on their 
satisfaction and further explores the relationships between perceived value, appraisal emotion, and 
customer satisfaction. A total of 327 respondents completed a survey conducted at two cultural 
festivals in Thailand. Using structural equation modeling (SEM) technique, the results reveal the direct 
and positive effects of the service quality on perceived value, appraisal emotion, and customer 
satisfaction. This study summarizes the findings and offers some interesting implications for 
practiti oners and researchers. 
Keywords: Cultural tourism, Satisfaction, Service quality 

 
1. INTRODUCTION 
Cultural tourism has become a critical part in establishing the attractiveness of tourism 
destinations (Nolan and Nolan, 1992; Harrison, 1997; Prentice, 2001, Richards, 2002; 
McKercher et al., 2005). According to Richards (1997), cultural tourism defined as all 
movements of persons for essentially cultural motivations with the intention to gather new 
information and experiences to satisfy their cultural needs. Thus, cultural tourism is traveling 
undertaken with historic sites, museums, the visual arts, and/or the performing arts such as 
study tours, performing arts and other cultural tours, travel to festivals and other cultural 
events, visit to sites and monuments travel to study nature, folklore or art or pilgrimages 
(Tighe, 1991; World Tourism Organization, 1985). As an industry, cultural tourism is extremely 
service driven in which service quality is a major issue. This study takes a marketing approach 
to allow a focus on some of the main drives of customer satisfaction in cultural tourism. From 
a marketing perspective, service quality plays an extremely important role in determining the 
tourist satisfaction which is the aim that both private and public cultural tourism providers 
strive to achieve (Voon and Lee, 2009). Understanding of service quality viewed by customers 
can provide insights on how to highlight quality as critical objectives for revitalising tourism 
industry. As such, service quality has become the centre of attention in all sectors of cultural 
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tourism as greater understanding of tourists is essential to achieve more effective 
development and marketing of cultural tourism (Craik, 1997). 
Although previous researches has been widely discussed the concept of service quality by 
tourism researchers (Otto and Ritchie, 1996; Petrick and Backman, 2002; Al-Sabbahy, Ekinci 
and Riley, 2004; Tam, 2004; Petrick, 2004; Gallarza and Saura, 2006; Sanchez et al., 2006; 
Moliner et al., 2007; Ryu, Han and Kim, 2008), only a limited number of empirical studies have 
attempted to comprehensively investigated touriǎǘǎΩ satisfaction in cultural attractions. Given 
the importance of the aspect of service quality in all facets of the tourism industry, this study 
addresses this gap in the literature by empirically investigating touriǎǘǎΩ satisfaction in cultural 
tourism through festivals in Thailand. Specifically, this study focuses on satisfaction perceived 
by touriǎǘǎΩ experiences and also explores the relationships between cultural tourism 
experiences. A better understanding of these relationships enable service providers and 
researchers gain insights into knowing tƻǳǊƛǎǘǎΩ perceived value and appraisal emotion, and 
adjust their services to meet tƻǳǊƛǎǘǎΩ ǎatisfaction. 

 
 

2. THEORETICAL BACKGROUND AND HYPOTHESES DEVELOPMENT 
TƻǳǊƛǎǘǎΩ satisfaction with their experience has become important for contemporary tourists 
in cultural tourism (Poria, Reichel and Biran, 2006; Reisinger and Steiner, 2006; Yeoman, Brass 
and McMahon-Beattie, 2007). In marketing perspective, satisfaction is the attitude 
consequence from the comparison of the expectation of performance and the perceived 
performance of the service experience (Oliver, 1980). Considering tourists as customer, 
customer satisfaction is primarily referred to as a function of pre-travel expectations and post- 
travel experiences. Further, Gill, Byslma and Ouschan (2007) and Ryu, Han and Kim (2008) 
explored that perceived value may be a better predictor of behavioural intentions than either 
satisfaction or quality. Value refers to the mental estimate that consumers make of the travel 
product, where perceptions of value are drawn from a personal cost/benefit assessment 
(Morrison, 1989). As such, the time or money spent in a trip is compared with touriǎǘǎΩ 
experiences gained from that visit. In this sense, perceived value elicits form an assessment of 
the product or services purchased at the destination (Steven, 1992). In this study, service is 
what is that cultural tourists buy when they consume an experience, participate in an event 
(Lehman, Wickham and Fillis, 2014). When experiences compared to expectations result in 
feelings of gratification, the tourist is satisfied. Tourist experience is also an important factor 
for increasing touriǎǘǎΩ satisfaction with the visited site (Tung & Ritchie, 2011). Further touriǎǘǎΩ 
positive experience with the place visited enhances their satisfaction   by enhancing their 
positive attitude toward the visited site (Moscardo, 1996; Pearce, 2009). Filep and Deery 
(2010) indicated that tourists can experience positive emotions such as joy, interest and 
contentment during their onsite activities and touriǎǘǎΩ happiness is likely to produce positive 
satisfaction (Pearce, 2009). 

 
Drawing on the cognitive appraisal theory form the marketing and tourism literature, this 
study attempts to illuminate the impact of touriǎǘǎΩ perceived value of service quality through 
their experience on overall satisfaction. More specifically, this study focuses on the 
relationship between tourists and places as a determinant of satisfaction by examining the 
extent to which satisfaction varies across a cultural tourism through festivals on-site 
experience (Cohen, Prayang and Moital, 2014). Previous researches have also suggested that 
perceptions of service quality and value affect satisfaction (e.g., Oliver, 1980; Fornell, 1992; 
De Rojas and Camarero, 2008). In the study of Su and Hsu (2013), service quality, which 
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comprises of pheripheral and core service quality, is an antecedent of touriǎǘǎΩ ŎƻƴǎǳƳǇǘƛƻƴ 
emotions that in turn influence satisfaction in the context of cultural tourism. If tourists 
perceived something beyond their expectation, a feeling of unexpected surprise will arise and 
in turn enhance their emotional experience (Tung and Ritchie, 2011). In this sense, appraisal 
emotion helps to produce a positive tourism experience of some personal emotional thoughts 
(Wang, 1999). To enhance touriǎǘǎΩ perceived value and their appraisal emotion with the 
visited site, both peripheral and core service quality are required for comprehensive 
examination of specific factors for entirely of the experience and its augmentations (Lovelock 
and Gummesson, 2004). 

 
Customers derive value from the exchanges and the purchases they make from factors such 
as convenience, from price savings, from emotional outcomes, from extra customer service 
and added extras. The benefit received by customers for the price of the service exchanged 
affects to emotion outcomes (Jones and Suh, 2000).  As a result, the pleasure dimension of 
emotions results in customer satisfaction. Given all these theories, touriǎǘΩ perceived value 
should result in their appraisal emotion and satisfaction of the site. Thus, a conceptual 
relationship model of this study is proposed (see Figure 1) and four hypotheses are made as 
follows. 

 
 
 

H1 Peripheral service quality has a direct and positive relationship to perceived value. 
H2 Core service quality has a direct and positive relationship to perceived value. 
H3 Perceived value has a direct and positive relationship to appraisal emotion. 
H4 Appraisal emotion has a direct and positive relationship to customer satisfaction. 

 
 
 
 
 

Peripheral 

Service Quality H1 
 

 
 
 

Core Service 

Quality H2 

 
 
 
Perceived H3 

 
 
 
Appraisal 

Emotion 

 
 
 
H4 Customer 

Satisfaction 

 
 

 
Figure 1: Conceptual model 

 
 
 

3. RESEARCH METHOD 

 
3.1. Sample and data collection 
This study was conducted on-site in the travel stage. The target population was all the tourists. 
A self-administrated questionnaire survey was conducted to collect empirical data from 
tourists who visit in the traditional festival (1) The Candle Festival (Hae Thian), the traditional 
parading of elaborate candles to celebrate the largest religious ceremony, is held in Ubon 
Ratchathani, North Eastern, Thailand, and (2) The Ghost Festival (Phi Ta Khon), the traditional 
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parading of wearing ghost marks, is held in Dan Sai, Loei province, North Eastern, Thailand. 
Data collection was carried out over a period of two months from June to July 2014. From the 
sample size of 327 respondents, 58% are female tourists and about 51% are aged between 20 
to 35 years old, while the majority (71%) of the respondents are single and around 58% hold 
a university degree. 

 
3.2. Measurement of constructs 
The questionnaire was designed based on a review of the literature and specific characteristics 
of cultural tourism and was pre-tested and revised to ensure content validity. The research 
instrument consisted of items dealing with peripheral service quality, core service quality, 
perceived value, appraisal emotion and customer satisfaction plus a number of items that 
captures demographic variable. 

 
All items were tailored for wording to fit the cultural tourism context. Peripheral service 
quality was measured via the 6-item scale developed by Zeithaml, Berry and Parasuraman 
(1996). Core service quality was measured via the 7-item scale adapted from the industry 
structure scale originally developed by Murphy, Pritchard an dSmith (2000) and Danaher and 
Mattsson (1994). Perceived value was measured via the 7-item scale developed by Murphy, 
Pritchard and Smith (2000), Balton and Drew (1991). Appraisal emotion was measured via the 
6-item scale developed by Westbrook and Oliver (1991), De Rojas and Camarero (2008), and 
Hume and Mort (2010). Finally, customer satisfaction was measured via the 3-item scale 
developed by Oliver (1980) and De Rojas and Camarero (2008). Apart from respondent 
information measured by a categorical scale, all items of the constructs are measured by a 5- 
point Likert-type scale fǊƻƳ ΨǎǘǊongly disagǊŜŜ όҐмύΩ to ΨǎǘǊƻngly agǊŜŜ όҐрύΩΦ 

 
Exploratory factor analysis (EFA) and confirmatory factor analysis (CFA) are used to refine the 
measures and to assess the construct validity. Both statistical approaches are used to 
investigate the theoretical constructs, or factors that might be represented by a set of items. 
First, the principlŜǎΩ component analysis was used to decide on the number of factors by 
examining Eigen values output. All factors with Eigen values greater than 1 were selected using 
the Kaiser-Guttman rule (Tabachnick and Fidell, 2000). Orthogonal rotation using Varimax 
extraction method was then used to discover the factor structure internal reliability. Scale 
inclusion was determined using the reliability measure of CronbaŎƘΩǎ alpha (Miller, 1970). 
Thus, all variables were considered acceptable as they exceed .60, indicating tolerable 
reliability. 

 
All factor loadings are statistically significant (p-value >.01) and the composite reliabilities of 
each construct exceed .80, well-above the usual .60 benchmark (Hair et al., 2006). Thus, these 
measures demonstrate adequate convergent validity and reliability. To assess discriminant 
validity, this study examines whether the average variance extracted (AVE) for each construct 
is greater than its highest shared variance with other constructs (Fornell and Larker, 1981). 
Overall, these results show that all items loaded appropriately onto their respective factors as 
show in Table I. Thus, the measures in this study possess adequate reliability and validity and 
the preliminary analysis indicated that the psychometric properties of the measures were 
acceptable to examine the hypotheses. 
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Table 1: Preliminary analysis 
  

AVE 
Composite 
Reliability 

Cronbach 
Alpha 

 

Loadings 

Peripheral service quality (6 items) 
01. Parking accessibility 
02. Travel convenience 
03. Information venue availability 
04. Comfortable accommodation 
05. Food cleanliness 
06. Safety system 
Core service quality (7 items) 
07. Decorative costume attraction on the 

parade 
08. Elaborate traditional parading 
09. Portraying scenes from culture of the 

parade 
10. Traditionally ascribing to the origins 

of the parade 
11. Fully providing the details of the 

festival 
12. Enriching value of the knowledge on 

the festival 
13. Offering distinctive traditional 

ambience 
Perceived value (7 items) 
14. Well deserving trip 
15. Worth for money 
16. Worth for effort 
17. Worth for other relative attractive 

place 
18. Worth for time 
19. Worth for experience received 
20. Good decision made to visit 
Appraisal emotion (6 items) 
21. Contented 
22. Entertained 
23. Impressed 
24. Joyful 
25. Excitement 
26. Spectacular 
Customer satisfaction (3 items) 
27. Fulfilling a desire 
28. Above expectation 
29. Positive feelings 

.575 
 

 
 
 
 
 
 
 
 

.463 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

.476 
 

 
 
 
 
 
 
 
 
 
 
 

.580 
 

 
 
 
 
 
 
 
 

.606 

.889 
 

 
 
 
 
 
 
 
 

.857 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

.863 
 

 
 
 
 
 
 
 
 
 
 
 

.892 
 

 
 
 
 
 
 
 
 

.821 

.851 
 

 
 
 
 
 
 
 
 

.809 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

.814 
 

 
 
 
 
 
 
 
 
 
 
 

.853 
 

 
 
 
 
 
 
 
 

.673 

 
.722 
.795 
.797 
.818 
.747 
.659 

 
.705 

 
.720 
.617 

 
.689 

 
.627 

 
.697 

 
.699 

 
 
 

.755 

.774 

.756 

.679 
 
.553 
.648 
.678 

 
.701 
.712 
.813 
.808 
.811 
.712 

 
.704 
.810 
.817 
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4. THE FINDINGS 
The partial least squares (PLS) methodology for the measurement of structural equation 
models (SEM) was used to perform the analysis. SEM enables the simultaneous assessment of 
both the path (structural) and factor (measurement) models in one model. Smart-PLS 2.0 M3 
tool was used to analyse the data to test the hypotheses. Table II provides explanation of 
target endogenous variable variance and inner model path coefficient sizes and significance. 
The coefficient of determination (R square) is 0.571 for the endogenous latent variable 
(customer satisfaction). This means that the four latent variables (peripheral service quality, 
core service quality, perceived value, and appraisal emotion) moderately explain 57.1% of the 
variance in customer satisfaction. While R square is 0.429 for the endogenous latent variable 
(appraisal emotion) which means that the three latent variables (peripheral service quality, 
core service quality, and perceived value) moderately explain 42.9% of the variance in 
appraisal emotion. Finally, peripheral service quality and core service quality together explain 
42.6% of the variance of perceived value. 

 
The path coefficients suggests that appraisal emotion has the strongest effect on customer 
satisfaction (0.755), followed by perceived value (0.655), core service quality (0.406), and 
peripheral service quality (0.302) respectively. All the hypothesized path relationships 
(between peripheral service quality and perceived value, between core service quality and 
perceived value, between perceived value and appraisal emotion, and between appraisal 
emotion and customer satisfaction) are statistically significant as their standardized path 
coefficient is higher than 0.1. Thus, the results can be concluded that AE and PV are both highly 
strong predictors of customer satisfaction. While core service quality is moderately strong 
predictors of customer satisfaction, and peripheral service quality is less strong predictors of 
customer satisfaction. 

 
Table 2: Partial least squares results for the conceptual model 

Predicted variables Predictor variables Hypothesis Beta R Square Critical 
ratio 

Peripheral service 
quality 

Perceived value H1 .302 - 2.249*  

Core service quality Perceived value H2 .406 .426 2.998* 
Perceived value Appraisal emotion H3 .655 .429 12.228* 
Appraisal emotion Customer 

satisfaction 
H4 .755 .571 17.310* 

Note: *Indicates meets or exceeds minimum acceptable levels 

 
5. CONSLUSION 
Understanding the relationship between cultural tourism experience and customer 
satisfaction is likely to assist cultural service providers in determining those aspects of a 
service that should be measured, which procedures should be used in such measurement, and 
which factors are most likely best to predict the satisfaction of the tourists. The results of this 
study confirm that customer satisfaction is enhanced by appraisal emotion derived from 
service quality in cultural tourism. In the area of marketing applied to cultural tourism, 
stimulating touriǎǘǎΩ activities are fundamentally awakening touriǎǘǎΩ interest and increasing 
their knowledge about a specific matter so that the tourists will experience pleasure. Both 
private and public cultural tourism providers strive to achieve tourist satisfaction. This means 
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that cultural tourism providers should pay attention not only to improving the quality of 
service attributes, but also to improving the perceived value on appraisal emotion that tourists 
obtain from their service experience. However, core service quality was considered more 
important than peripheral service quality. The unique traditional architecture of the cultural 
tourism serves as the key factor for attraction. The extra or peripheral service that leads to 
perceived value will further enhance visitor satisfaction. Their costume, dances, handicrafts, 
language and cultural activities can be very attractive for satisfying tourist. This study shows 
when tourists participate in an event and consume the value inherent in the experiences 
offered affects in their satisfaction. Understanding the different levels of would provide useful 
insight into the nature of the cultural tourism experience. Thus, if a cultural tourism provider 
ignores the psychological environment of the cultural tourism service experience, the result 
will be an incomplete understanding of the core tourism experience. Cultural tourism 
processes should be managed around the emotion encounters which impact significantly on 
overall tourist satisfaction. The research findings offered some interesting implications for 
practitioners and further research. Firstly, it provides service providers and policy decision 
makers an insight into the touriǎǘǎΩ expectations and emotion. Secondly, policy decision 
makers have to develop activities tailored to meet needs of the tourists. Finally, the policy 
decision makers must allocate resources and develop attractive policies towards the cultural 
tourism through festivals. 
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ABSTRACT 

The world is a global marketplace, however much inquiry has been created regarding American-based 
companies relocating departmental operations offshore to foreign territories. Keating (2012) indicated 
that popular areas for companies to reposition operations include customer service, information 
technology, and sales services. The main reason for moving offshore is to cut costs and to maximize on 
cheaper labor pools in the host country. There are cultural and language barriers that complicate 
matters, as well as, the media, as reported by Dobbs (2004) in the United States (U.S.) brings 
supposition by broadcasting the jobs lost by U.S. employees, as well as, home country power 
diminishing by stronger global players rising and thriving, such as, Brazil, The Philippines, and Mexico. 
This study quantif iably examined the relationship between participantǎΩ demographic profiles and 
attit udes regarding business outsourcing techniques and strategies utilizing the Chi-Square and FisherΩs 
Exact tests, to gain a greater understanding of what these American-based beliefs truly are, in relation 
to, the sample confined within this study. Areas of concern examined attit udes towards managers, as 
well as, the U.S. government, regarding engaging in business outsourcing endeavors, enforcing policies 
to keep jobs in America, operating with a global mindset, helping people in both the home and host 
countries, competence factors associated with the capabilities to head outsourcing efforts based upon 
gender, and the training needed to successfully move operations offshore, for example. Significant 
differences were found in all of the demographic variables of ethnicity, gender, number of children (e.g. 
family size), age, education level, marital status, and annual household income. 
Keywords: globalization, offshore outsourcing, strategic management 

 
1. INTRODUCTION 
Deciding to outsource a compaƴȅΩǎ products or services offshore to another country is not a 
casual decision for any business to make. Furthermore, these offshore operational decisions 
pose challenges for company executives, employees, and their residing communities at large. 
Numerous factors go into consideration when determining to move overseas a portion of a 
compaƴȅΩǎ ƻǊƎanizational processes. Whitfield and VanHorsenn (2008) conveyed that the 
most common elements that make up this complex decision to relocate are comprised of the 
differing cultural sets and languages spoken in the foreign country, as well as, piracy, political 
instabilities, and local governance differences in the host countries. 
American-based businesses struggle with the reality of saving money by moving particular 
operations overseas, and by keeping products and services made in the United States. Halzack 
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(2013) stated that manufacturing jobs in America have diminished due to assembly line 
automation and jobs moving overseas to exploit cheaper labor teams. Additionally, many 
Americans express discontent by having business operations moved overseas due to this 
taking jobs, as well as opportunities, away from the American people. This paper examined 
the relationship between participaƴǘǎΩ demographic profiles and their attitudes regarding 
business outsourcing techniques and strategies to gain a better understanding of American 
employeeǎΩ belief systems, in regards to, businesses engaging in outsourcing operations, 
particularly offshore outsourcing operations. In this paper numerous strategic dimensions of 
sourcing and shoring techniques and strategies are defined, however, άoutsourcingέ is the 
term that is commonly used in this study to refer to any one of these techniques. Dolgui and 
Proth (2013) defined outsourcing, άas the act of obtaining semi-finished products, finished 
products or services from an outside company if these activities were traditionally performed 
internallȅέ (pp. 6769). 

 
2. LITERATURE REVIEW 

 
2.1. Strategic dimensions of sourcing and shoring techniques 
There is a multitude of strategic dimensions associated with sourcing and shoring techniques 
in the marketplace, conducting business abroad, and conducting business on the home front, 
or near the home place. These strategic dimensions include (a) domestic outsourcing (b) 
insourcing (c) backsourcing (d) offshoring (e) offshore outsourcing (f) onshoring (g) 
nearshoring (h) strategic outsourcing (i) business process outsourcing (BPO) and (j) offshore 
service providers (OSPs). These sourcing and shoring techniques and strategies can be 
complicated to understand, but are outlined in this following section. Koku (2009) stated that 
domestic outsourcing is when a company decides to let go of an in-house job to go to another 
domestic company to perform. Nodoushani and McKnight (2012) specified that insourcing is 
bringing back work internally that was previously outsourced. Chadee and Ramen (2009), and 
Koku (2009) indicated that backsourcing is rescinding the product or service back to the home 
country where it came from originally. Offshoring is when a company from one country 
outsources work with businesses in another country by either conducting operations in the 
foreign country, or subcontracting this work out through outsource providers who then 
transfer this work overseas 
Additionally,  Koku  (2009)  reported  that  offshore  outsourcing  is  a  hybrid  of  domestic 
outsourcing and offshoring, in which a company totally transfers jobs to another company 
that is foreign-based which has no relation whatsoever to the domestic affiliate, for example, 
Delta Airlines is contracting out its reservation services to a call center in Manila, Philippines. 
Bodamer (2012) declared that onshoring is bringing jobs back to the home country, whereas, 
Worley (2012) accentuated that nearshoring is offshore outsourcing a percentage of a 
busiƴŜǎǎΩǎ operations to a nearby country. Ikerionwu, et al., (2014), and Ahmed, et al., (2014) 
explained that strategic outsourcing is the use of multiple vendors for short run contracts. 
Business process outsourcing (BPO) is indicative of a when a particular business function of a 
company is outsourced, for example, research & development (R&D), or payroll. Offshore 
service providers (OSPs) are companies that manage, facilitate, and administer an 
organizaǘƛƻƴΩǎ offshore operations. These OSPs can specialize in a certain business function or 
be considered a universal agent for companies. 
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2.2. Advantages and disadvantages of outsourcing 
Koku (2009) conveyed that the advantages of outsourcing are cost benefits, flexibility with 
operational options, simplification of business processes, accessibility of newer equipment 
and technology, reductions in the payroll and overhead costs, economic and business 
development in the host country, enhanced global relations, and freed up capital for core 
investments from offshore savings. The disadvantages associated with outsourcing are loss of 
control over certain functions within the organization, the releasing of sensitive subject 
matter, such as trade secrets, loss of jobs from home country employees, and backlash in the 
homeplace community. Additionally an abundant amount of time is needed in order to get 
the outsourced provider equipped and fully functioning. 
Works  Management  (2009)  found  that  the  U.S.  economic  recession  prompted  many 
companies to outsource non-core competencies, such as customer service call centers. 
Sharma (2001) reported that consumers, when analyzing product and service quality, typically 
scrutinize the superiority of the product or service by way of questioning personal satisfaction 
levels, determining repeat purchase motives, evaluating problems or complaints associated 
with the product or service, considering brand image effects, and individual brand loyalty 
intentions. All of these factors can affect a company positively, or negatively, when a 
consumer has to interact with a call center representative from another country. 
Sharma (2001) further found that customers who are high on consumer ethnocentrism tend 
to be more concerned about the overall quality of the customer service offered by offshore 
service representatives. Ethnocentrism is judging another culture based on the values and 
standards of one's own culture. Consumers who are high on ethnocentrism will typically have 
greater dissatisfaction levels with his/her experience while talking to a foreign call center 
employee, which in turn spurs an increase in consumer complaints, as well as, a decrease in 
repeat purchases. 
Sohn (2011) stated that the reason many American-based companies decide to outsource a 
portion of their operations is that the reality of running a business singlehandedly is not an 
easy task, so outsourcing is a viable option for these organizations. Moreover, outsourcing 
helps to control costs. Nevertheless, certain American-based companies do try to stay within 
the perimeters of the U.S. working off the cultural belief that it makes good global sense to 
outsource within the U.S., as opposed to a foreign country, mainly due to the huge time zone 
differences associated when doing business abroad. 

 
2.3. Types of business operations outsourced 
Keating (2012) reported that the outsourcing services that are most common today are 
accounting, financial, customer service, manufacturing, information technology, engineering, 
human resources, R&D, data processing, and sales services. Through the outcomes of 
globalization, as well as, companies eager to obtain impressive short-term results, outsourcing 
has become a practical alternative. 

 
2.4. Top offshore outsourcing destinations 
Keating (2012) found that India was originally the go-to place for globalized call center setups. 
Currently, Brazil, the Philippines, Mexico, and Vietnam are gaining market share over India for 
outsourcing call centers. India has fallen from having 80% to 60% of the overall call center 
market share. Brazil is now a new hot spot destination for offshore outsourcing for American- 
based businesses. Brazilian-based customer support services over American-based companies 
grew at a compound annual growth rate of approximately 27% during 2005 ς 2010, compared 
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to 21% from other regions. The cost per agent is cheaper in Brazil in comparison to India, the 
Philippines, and Canada, where the costs are rising. 
Datamonitor (2006) reported that the main problem with utilizing Brazil as an outsourcing hub 
is the language barrier. Considerably, parts of the world are not confident in Brazilian-based 
call centers being able to effectively handle additional languages when dealing with customer 
support services. The perception of the stability of the government associated with Brazil is 
additionally low which compounds problems even further for Brazil being seen as a 
sustainable player in outsourcing efforts. However, the number of Latin-American contact 
center agents servicing offshore clients nearly tripled from 16,200 in 2005 to 44,900 in 2010, 
and are still growing today. 

 
2.5. Offshore outsourcing and trade barriers 
Jones (2009) conveyed that marketing goods and services abroad is not a stress free task for 
any organization. Negative global relations can impact international trade in times of inter- 
country feuding. This can spill over into neighboring countries that are not even at odds with 
one another due to the outsourcing business activities taking place. Consequently, top 
executive leaders need to take into consideration the consequences of cross-country clashing, 
and how this can impact a compaƴȅΩǎ profit, and international trade relations, in general. 
Jones (2009) further stated that conducting business abroad, although may save the company 
money on production costs, or service costs, in the short-run, it adds another compelling 
dimension when different cultures and languages are thrown into the mix. With the decline in 
trade barriers, and the use of the Internet, it is easier, and more cost-effective, to outsource 
into foreign countries today. External factors can contribute to the overall success, or failure, 
of the outsourcing business venture. The type of technology used, type of market targeted, 
geographic location of the outsourcing business, and the amount of experience of the people 
involved in the outsourcing operations can greatly impact the success, or failure, of the new 
strategic direction. Ghandi et al., (2012) found that the global marketplace has become 
smaller and highly competitive in part due to cheaper labor costs and operating expenditures. 
Numerous people in the U.S. have a strong criticism towards outsourcing due to American 
workers losing jobs to workers overseas. It has become a highly controversial topic. The 
Internet has made communicating with people across the globe fast, simple, and easy. This 
has further added to the global marketplace becoming a more tempting field to conduct 
business in for American-based companies. 

 
2.6. Attitudes towards outsourcing 
Mansfield and Mutz (2013) stated that typically the decision to outsource is based upon 
production constraints, whereas companies outsource to lower these production costs and 
then pass on the price savings to consumers. Nevertheless, nearly 69% of Americans feel that 
outsourcing hurts the U.S. economy, compared to only 17% of Americans who actually 
thought that outsourcing helps the American economic structure. There is an άǳǎέ versus 
άtƘŜƳέ mentality that shapes AmericansΩ attitudes towards outsourcing, whereas economists 
refer to outsourcing as international trade; Americans typically have a different view on this. 

 
2.7. American media, and political relations with the reporting of outsourcing efforts 
For years, media and political relations in the U.S. tended to shed a negative light on 
outsourcing throughout the American public. Dobbs (2004) reported that the shipment of 
American jobs to low-cost foreign labor markets threatened millions of workers, their families, 
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and the American way of life. Kerry (2004) criticized President George Bush for giving tax 
breaks to American-based companies that outsourced part of their business operations 
outside of the country instead of making new jobs for Americans. Williams (2015) claimed that 
nearly every outsourcing job does come with layoffs to the American workers. 

 
3. METHODOLOGY 

 
3.1. Sample and procedure 
This studyΩǎ sample base was comprised of 209 working professionals from the Houston, Texas 
metropolitan area. The data was collected electronically utilizing a web-based survey created 
at www.surveymonkey.com during the years of 2013 and 2014. The participants were invited 
by e-mail to participate in the study. The full demographic characteristics are summarized in 
Table 1. 

 
3.1. Instrument design 
The instrument design for this study consisted of 38 items. There were seven demographic 
questions, as well as, one informed consent question at the beginning of the survey. The 
remaining 30 questions aimed to identify AmerƛŎŀƴǎΩ attitudes, perceptions, beliefs, and 
opinions towards business outsourcing techniques and strategies. The 30 outsourcing based 
questions with responses are displayed in Table 2. 

 
3.2. Statistical analysis 
The  demographic  characteristics  of  the  sample  were  summarized  as  frequencies  and 
percentages, and the responses to each item were derived from a 5-point Likert scale 
summarized as percentages. 
Responses were then dichotomized into those who agreed with the statement (comprising of 
agree and strongly agree responses on the Likert scale) and those that did not agree (e.g. 
neutral, disagree, or strongly disagree responses). The percentage of respondents who 
indicated agreement with each item was then compared across demographic groups using the 
Chi-square or CƛǎƘŜǊΩǎ Exact Test where appropriate. Due to the number of items in the study, 
only those for which the responses differ significantly between demographic groups were 
displayed. Analysis was conducted using Stata 11MP and p-values < 0.05 were considered 
statistically significant. P-values < 0.05 are indicated as *, < .01 as ** , < .001 as ***. 

 
3.3. Results 
The demographic characteristics of respondents are summarized in Table 1. A total of 209 
respondents completed the survey, and the profiles are as follows, under the age of 25 
(26.9%), 26 - 35 years old (39.9%), 36 - 45 years old (22.6%), and 46 years or older (10.6%). 
The highest ethnic group was white (41.6%), with Hispanics being the second highest ethnic 
group (24.9%). African-American respondents came in third highest (13.9%), whereas, Other, 
and Asian ethnic groups followed (11.5%, and 8.1% respectively). The άOǘƘŜǊέ ŜǘƘnic group is 
considered to be primarily of Middle Eastern descent. The majority of the respondents were 
female (62.9%). Nearly half of the respondents were college educated with a 4 - year college 
degree or higher (44%). Just over half of the participants were married (53.6%), while just 
under half had no children (45.2%). 

http://www.surveymonkey.com/
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Lastly, the strongest annual household income was reported as $35,000 - $74,999 (37.5%), 
and the respondents within the income bracket of $125,000 or more was the lowest reported 
(14.4%). The participants who self-disclosed an annual income within $75,000 - $124,999 was 
the 2nd highest (31.7%), and lastly, respondents self-disclosing income of less than $35,000 
was the 3rd most popular (16.4%). 

 
Table 1: Demographic profiles (part 1 of 2)                                                                    

  N*  %   

Age 
18-25 56 26.9 
26-35 83 39.9 
36-45 47 22.6 
46+ 22 10.6 

Ethnicity 
White 87 41.6 

Hispanic 52 24.9 
Asian 17 8.1 

African-American 29 13.9 
Other 24 11.5 

Gender 
Female 129 62.9 

Male 76 37.1 
Level of education 

High school/Some college 49 23.4 
2 - year college degree 68 32.5 

4 - year college degree or above 92 44.0 
Marital status 

Single 
Married 

60 
112 

28.7 
53.6 

Divorced 14 6.7 
Relationship/domestic partnership 23 11.0 

Number of children 
None 94 45.2 
1 - 2 83 39.9 

3 or more 31 14.9 
Annual household income 

Less than $35,000 34 16.4 
$35,000 - $74,999 78 37.5 
$75,000 - $124,999 66 31.7 

  $125,000 or more  30  14.4   
*Complete data only 

 
The responses to each item in the questionnaire are summarized below in Table 2. The 
majority of respondents strongly agreed that offshore outsourcing helps foreign countrieǎΩ 
economies (60.0%), helps the people in the foreign country be able to have a job (66.8%), 
allows a person in a host country to better him/herself (55.6%), that doing business with other 
countries is necessary in order to strengthen ties globally (60.1%), and to stay competit ive in 
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the marketplace (48.1%). However, the majority also strongly agreed that a manager who 
outsources is looking to cut costs (55.6%), however, he/she is operating with a global mindset 
when doing so (48.3%), it takes jobs away from people in existing companies (54.3%), and it 
takes jobs away from Americans (44.7%). Americans do strongly agree with having a 
preference in certain countries over others when it comes to outsourcing efforts (39.6%), but 
would not have a problem working with a company that engages in outsourcing business 
strategies (40.7%). The majority feels that if a manager does engage in offshore activities 
he/she should learn the language and/or culture of the host country (45.6%). 
The majority of the respondents disagreed that offshore outsourcing does not have a huge 
impact on the American economy (56.3%), as well as, a manager who outsources in a foreign 
country is more concerned with the welfare of the people in that country as opposed to the 
welfare of the people in his/her own country (54.1%). The respondents disagreed that when 
a manager engages in offshore outsourcing it helps to make America stronger (67.7%). The 
respondents also disagreed that there is really no need to educate the offshore outsourcing 
sites on American cultures or languages other than the people who work in the call center 
(50.2%). Additionally, the respondents disagreed that a manager who engages in offshore 
outsourcing does not care about the well-being of his/her existing employeeǎΩ Ƨƻōǎ or futures 
(52.7%). The respondents also disagreed (44.4%) that when a manager engages in offshore 
outsourcing, he/she is admired and respected more, as well as, they disagreed that a male 
manager is more adept to head offshore outsourcing operations (34%). The majority believed 
(38.5%) that it is actually the U.S. govŜǊƴƳŜƴǘΩǎ fault for permitting American-based 
companies the opportunity to outsource operations. 
Americans are neutral when it comes to whether Brazil is the next rising star for offshore 
outsourcing destinations (57.3%), if India still maintains the best place for offshore call center 
activities (40.6%), as well as, whether or not a manager is better if he/she participates in 
domestic outsourcing efforts, as opposed to offshore outsourcing endeavors (41.1%). The 
respondents were also neutral to the statement regarding how offshore outsourcing allows 
foreign countries to get an upper hand on global operations, which in turn could have adverse 
effects to the American economy (58.5%). Lastly, the respondents are neutral regarding 
whether a manager who participates in any type of outsourcing is probably just doing what 
he/she has been told to do by his/her boss (32.5%), and offshore outsourcing is the way of the 
future, and American companies need to get on board before they get left behind (36.5%). 

 
 
 

 
(Table following on the next page) 
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Table 2: Attitudes concerning offshore outsourcing (part 1 of 2) 
 

SD D N A SA 
 

Offshore outsourcing helps a company in the long 
run 
Offshore outsourcing helps a company in the short- 

 

7.7 14.8 26.8 9.6 41.2 

run 
1.0 17.7 29.7 11.5 40.2

 

Offshore outsourcing helps the foreign countriŜǎΩ 

economy 
2.0 3.9 5.9 28.3 60.0

 
Offshore outsourcing takes jobs away from 

Americans 
1.4 12.5 13.5 27.9 44.7

 
Offshore outsourcing does not have a huge impact 

on the American economy 
23.3 56.3 13.1 1.0 6.3

 
Offshore outsourcing helps the people in the 

foreign country have a job 
1.4 1.0 5.8 25.0 66.8

 

Offshore outsourcing allows a person in a foreign 
country to better him/herself 
Companies today should operate with a global 

 

1.9 2.9 22.2 17.4 55.6 

mindset 
1.4 2.9 21.1 27.3 27.4

 

Doing business with other countries is necessary in 
order to stay competitive in the marketplace 
Doing business with other countries is necessary in 

 

2.9 6.7 13.0 29.3 48.1 

order to strengthen global relations 
1.4 4.3 10.6 23.6 60.1

 

I prefer some foreign countries to others when it 
comes to United States companies participating in 
offshore outsourcing 
The next rising star country for offshore 

3.4 11.6 28.5 16.9 39.6 

outsourcing is Brazil 
1.5 7.3 57.3 4.9 29.1

 

India still maintains the best place for a company to 
go to for call center activities 
I would not have a problem with my organization 

 

5.3 16.9 40.6 5.8 31.4 

engaging in offshore outsourcing activities 
9.1 21.1 21.5 7.7 40.7

 

It is the U.S. governƳŜƴǘΩǎ fault on allowing 
companies to outsource 
A manager that uses offshore outsourcing is looking 

 

10.1 38.5 28.4 5.3 17.8 

to cut costs 
1.5 4.8 16.9 21.3 55.6

 

A manager that uses offshore outsourcing 
techniques and strategies is operating with a global 
mindset 
A manager that participates in domestic 

1.5 8.2 30.4 11.6 48.3 

outsourcing would be better than a manager 
6.8 24.6 41.1 3.9 23.7

 

A manager who participates in any type of 
outsourcing is probably just doing what he/she has 
been told to do by his/her boss 
A manager who enforces a άƳade in the U.S.A.έ 
policy is looking out for the overall welfare of the 
American people 

3.4 24.3 32.5 7.8 32.0 
 
 
 

2.9 11.5 26.9 15.4 43.3 
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Table 2: Attitudes concerning offshore outsourcing part 2 of 2) 
 

A manager who outsources to another country 

should learn to speak the language of that country 
1.5 13.0 22.2 17.4 45.6

 
A manager who outsources in a foreign country is 
more concerned with the welfare of the people in 
that country as opposed to the welfare of the 
people in his/her own country 
When a manager engages in offshore outsourcing it 

 

17.7 54.1 17.7 2.4 8.1 

helps to make America stronger 12.9 67.7 33.5 2.9 21.1 
 

When a manager engages in offshore outsourcing 
he/she is admired and respected more 11.1 44.4 34.8 1.5 8.2 

 

A male manager would be more adept to head 
offshore outsourcing operations for his company 
over a female manager 
Offshore outsourcing is the way of the future and 
American companies need to get on board before 
they get left behind 
There really is no need to educate the offshore 
outsourcing sites on American cultures or 
languages, other than the people who work in the 
call center 
Outsourcing takes jobs away from people in 

16.8 34.0 2.9 3.4 22.0 
 
 
 

8.7 24.0 36.5 3.9 27.0 
 

 
 
 

25.1 50.2 13.5 1.0 10.1 

existing companies 0.5 12.0 19.2 13.9 54.3 
 

Offshore outsourcing allows foreign countries to 
get an upper hand on global operations, which in 
turn could have adverse effects to the American 
economy 
A manager who engages in offshore outsourcing 
does not care about the well-being of his/her 

 

2.9 26.1 58.5 8.7 33.8 
 

 
 
 

9.2 52.7 23.2 4.8 10.1 
   exi sting  empl oyee ǎΩ  jobs  or  f utures   

SD = Strongly disagree, D = Disagree, N = Neutral, A = Agree, SA = Strongly agree 
 
 
 

The ethnicity group in Table 3 observed numerous differences in outsourcing attitudes. 
Hispanic respondents were the most likely to agree that outsourcing helps a company in the 
long run, while White respondents were the least likely to agree (67.3%, ̝2(4, n = 209) = 15.5, 
p = .004***). White respondents were the most likely to agree that outsourcing takes jobs 
away from the American economy (83.9%, ˔2(4, n = 208) = 13.3, p = .010** ), and that 
outsourcing takes jobs away from people in existing companies (77%, Fisher's exact (n = 208), 
p = .017*). Hispanic respondents were the most likely to agree that companies today should 
operate with a global mindset (88.5%, Fisher's exact (n = 208), p = .009** ). 
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The Hispanic respondents were dominant in agreement regarding that doing business with 
other countries is necessary in order to stay competitive in the marketplace (94.1%, Fisher's 
exact (n = 208), p = .003*** ), and that if a manager is participating in offshore activities, he/she 
is operating with a global mindset (82.4%, ̝ 2(4, n = 209) = 15.5, p = .001*** ). The Asian ethnic 
group agreed that there really is no need to educate the offshore outsourcing sites on 
American cultures, or languages, other than the people who work in the call center (37.5%, 
Fisher's exact (n = 208), p = .041*). The Other ethnic group (chiefly Middle Eastern descent) 
strongly agreed that offshore outsourcing allows a person in a foreign country to better 
him/herself (95.8%, Fisher's exact (n = 208), p = .005** ). 

 
 
 

 Table 3: Agreement with statement by ethnic group (part 1 of 2)                                                       
 

Ethnicity 
 

 
 
 

Offshore outsourcing 

 

White Hispanic Asian 
African ς 
American 

 
Other ˔2(df = 4) p-value 

helps a company in the 
long run 
Offshore outsourcing 
takes jobs away from 
Americans 
Offshore outsourcing 
allows a person in a 
foreign country to 
better him/herself 
Companies today should 
operate with a global 
mindset 
Doing business with 
other countries is 
necessary in order to 
stay competitive in the 
marketplace 
A manager that uses 
offshore outsourcing 
techniques and 
strategies is operating 

35.6 67.3 64.7 51.7 58.3 15.5 0.004 
 
 
 

83.9 73.1 58.8 60.7 54.2 13.3 0.010 
 

 
 
 

70.1 72.6 88.2 53.6 95.8 FE 0.005 
 

 
 
 

67.8 88.5 88.2 58.6 79.2 FE 0.009 
 
 
 

 
70.1 94.1 88.2 65.5 75.0 FE 0.003 
 
 
 
 
 
 

46.0 82.4 64.7 71.4 45.8 21.4 0.001 

  with a global mindset   
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Table 3: Agreement with statement by ethnic group (part 2 of 2) 

There really is no need 
to educate the offshore 
outsourcing sites on 
American cultures or 
languages, other than 
the people who work in 
the call center 
Outsourcing  takes  jobs 
away   from   people   in 

10.3 7.7 37.5 6.9 8.7 FE 0.041 
 
 
 
 
 
 

77.0 51.9 76.5 75.9 56.5 FE 0.017 
  existing companies                                                                                                                                      
FE = Fisher's exact test 

 
Table 4 shows agreement by gender. The male respondents more likely agreed that offshore 
outsourcing allows a person in a foreign country to better him/herself (81.6%, p = .041*), 
companies today should operate with a global mindset (84.2%, p = .016*), and India still 
maintains the best place for a company to go to for call center activities (51.4%, p = .003***). 
The male respondents further agreed over female respondents that when a manager engages 
in offshore outsourcing it helps to make America stronger (32.9%, p = .030*), when a manager 
engages in offshore outsourcing he/she is admired and respected more (17.3%, p = .006**), 
and that offshore outsourcing is the way of the future, and American companies need to get 
on board before they get left behind (40.8%, p = .013**). The female respondents more likely 
agreed that a manager who enforces a άmade in the U.S.AΦέ policy is looking out for the overall 
welfare of the American people (64.1%, p = .048*). 

 
 Table 4: Agreement with statement by gender                                                                                       

Gender 

Female Male ˔2(df = 1) p-value 
Offshore outsourcing allows a person in a foreign 
country to better him/herself 
Companies today should operate with a global 

 

68.5 81.6 4.2 0.041 

mindset 
69.0 84.2 5.9 0.016

 

India still maintains the best place for a company 
to go to for call center activities 
A manager who enforces a άƳade in the U.S.A.έ 
policy is looking out for the overall welfare of the 
American people 
When a manager engages in offshore outsourcing 

 

30.2 51.4 8.9 0.003 
 
 
64.1 50.0 3.9 0.048 

it helps to make America stronger 
19.4 32.9 4.7 0.030

 

When a manager engages in offshore outsourcing 

he/she is admired and respected more 
5.5 17.3 7.5 0.006

 
Offshore outsourcing is the way of the future and 
American companies need to get on board before 
they get left behind 

24.2 40.8 6.2 0.013 

 
Differences in beliefs were also observed by number of children (e.g. family size) in Table 5. 
Respondents with no children were more likely to believe that offshore outsourcing helps a 
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company in the long-run (60.6%, ˔2(3, n = 208) = 7.3, p = .026*), companies should operate 
with a global mindset (86.2%, ˔2(3, n = 208) =12.3, p = .002*** ), when a manager engages in 
offshore outsourcing he/she is admired and respected more (17.4%, Fisher's exact (n = 206), 
p = .004*** ), and that offshore outsourcing is the way of the future and American companies 
need to get on board before they get left behind (39.4%, ˔2(3, n = 207) = 8.5, p = .014**). 
Respondents with 3 or more children were more likely to agree that it is the U.S. governmeƴǘΩǎ 
fault for allowing companies the opportunity to participate in outsourcing activities (45.2%, 
˔2(3, n = 207) = 9.9, p = .007**), outsourcing takes jobs away from people in existing companies 
(90.3%, Fisher's exact (n = 207), p = .009** ), as well as, offshore outsourcing allows foreign 
countries to gain an upper hand on global operations, which in turn could have adverse effects 
on the American economy (63.3%, ̝2(3, n = 206) = 6.4, p = .040*). 

 
Table 5: Agreement with statement by number of children 

 
 
 
 

Offshore outsourcing helps a 
company in the long run 
Companies should operate with 

Number of children 

None 1-2 3+ ˔2(df = 3) p-value 
 

60.6 43.4 38.7 7.3 0.026 

a global mindset 
86.2 65.1 64.5 12.3 0.002

 

Doing business with other 
countries is necessary in order 

to stay competitive in the 
marketplace 
It is the U.S. governƳŜƴǘΩǎ fault 
on allowing companies to 
outsource 
When a manager engages in 
offshore outsourcing he/she is 
admired and respected more 
Offshore outsourcing is the way 
of the future and American 
companies need to get on board 
before they get left behind 
Outsourcing takes jobs away 
from people in existing 
companies 
Offshore outsourcing allows 
foreign countries to get an 
upper hand on global 
operations; this in turn could 
have adverse effects on the 

83.9 68.7 83.9 6.6 0.036 
 

 
 
 

19.2 19.5 45.2 9.9 0.007 
 
 
 

17.4 3.6 3.2 FE 0.004 
 

 
 
 

39.4 19.3 33.3 8.5 0.014 
 

 
 
 

62.4 66.3 90.3 FE 0.009 
 
 
 
 
 
37.2 41.5 63.3 6.4 0.040 

  American economy   

FE = Fishers exact 

 
Fewer responses differed by age, level of education, marital status and annual household 
income, though some differences were observed in Table 6. Respondents in the age bracket 
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of 36 ς 45 years old were more likely to agree that it is the U.S. governmentΩs fault for allowing 
companies to outsource (40.4%, ̝ 2(3, n = 207) = 10.5, p = .015*). The age group of 46 or older 
were more likely to agree that a manager who enforces a άƳade in the U.S.A.έ policy is looking 
out for the overall welfare of the American people (81.8%, ˔2(3, n = 207) = 13.8, p = .003***). 
Respondents who had some college were more likely to agree that a male manager would be 
more adept to head offshore outsourcing operations for his company over a female manager 
(32.7%, ˔2(2, n = 209) = 7.1, p = .028*). Single respondents were more likely to agree that 
offshore outsourcing helps a company in the long-run (68.3%, Fisher's exact (n = 209), p = 
.007**), whereas, respondents who identified themselves as being in a relationship, or a 
domestic partnership, more likely agreed that offshore outsourcing helps the people in the 
foreign country have a job (100%, Fisher's exact (n = 208), p = .010**), and that a male 
manager would be more adept to head offshore outsourcing operations for his company over 
a female manager (43.5%, Fisher's exact (n = 209), p = .029*). Participants who made $35,000 
annually or less, were more likely to agree that offshore outsourcing allows a person in a 
foreign country to better him/herself (91.2%, Fisher's exact (n = 206), p = .027*), and that a 
manager that uses offshore outsourcing techniques and strategies is operating with a global 
mindset (79.4%, Fisher's exact (n = 206), p = .027*). Lastly, participants whose annual income 
was in the $75,000 - $124,999 range were more likely to agree that outsourcing takes jobs 
away from people in existing companies (77.3%, ̝ 2(2, n = 207) = 10.8, p = .013** ). 

 
Table 6: Agreement by age group, education level, marital status, and income (part 1 of 2)     

Age (years) 

18 - 25 26 - 35 36 - 45 46+ ˔2(df = 3) p-value 

It is the U.S. 
govŜǊƴƳŜƴǘΩǎ Ŧŀǳƭǘ 
on allowing 
companies to 
outsource 
A manager who 
enforces a άƳade in 
the U.{Φ!Φέ Ǉolicy is 
looking out for the 
overall welfare of 
the American 

 
 
 

17.9 17.1 40.4 22.7 10.5 0.015 
 
 
 
 
 
 

 
58.9 45.8 71.7 81.8 13.8 0.003 

  people   
  Education level   

 

 
 
 
 

A male manager 
would be more 
adept to head 

 

Some 
college 

2-year 
college 
degree 

4-year 
college 
degree+ 

 

 

˔2(df = 2) p-value 

offshore 
outsourcing 
operations for his 
company over a 
female manager 

 

32.7 32.4 16.3 7.1 0.028 
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Table 6: Agreement by age group, education level, marital status, and income (part 2 of 2) 

Marital status 

Relationship/ 
Single Married Divorced domestic ˔2(df = 3) p-value 

   partnership   

Offshore 
outsourcing helps a 

company in the 
long run 
Offshore 
outsourcing helps 
the people in the 
foreign country 
have a job 
A male manager 
would be more 
adept to head 
offshore 
outsourcing 
operations for his 
company over a 

68.3 44.6 28.6 47.8 FE 0.007 
 
 
 
 
 
 

98.3 88.3 78.6 100.0 FE 0.010 
 
 
 
 
 
 

 
31.7 20.5 7.1 43.5 FE 0.029 

  female manager   

  Income   
Less  than $35,000- $75,000- $125,000 or 2

 
 
 

Offshore 
outsourcing allows 

$35,000 $74,999 $124,999 more 
 ̝(df =3 ) p-value

 

a person in a 
foreign country to 
better him/herself 
A manager that 
uses offshore 
outsourcing 
techniques and 
strategies is 
operating with a 
global mindset 
Outsourcing takes 
jobs away from 
people in existing 
companies 

FE=Fisher's exact test 

91.2 63.6 72.7 75.9 FE 0.027 
 
 
 
 
 
 

 
79.4 59.0 59.4 43.3 8.9 0.031 
 

 
 
 
 
 
 

54.6 73.1 77.3 50.0 10.8 0.013 

 
5. CONCLUSION 
In closing, this study indicated that the participants had strong opinions towards the research 
question regarding outsourcing, and how this shapes AmerƛŎŀƴǎΩ attitudes based upon 
demographic profiles. The demographic differences do show that Hispanics in America are 
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more favorable of companies who do outsource a portion of its operations overseas. Hispanics 
feel that the company is operating with a more global intent and that outsourcing operations 
is simply an essential part of doing business in the global marketplace in which companies 
reside today. The White ethnic group was the least favorable on outsourcing in America, and 
this group feels that a company who practices outsourcing techniques and strategies is taking 
jobs away from Americans, and directly from the people who work for the particular 
organizations. The Asian ethnic group felt the strongest on the fact that educating indirect 
workers in the foreign country on the American culture and language was not needed. 
In regards to gender differences, the male respondents were more favorable of outsourcing 
helping the people in the foreign country better themselves, and that outsourcing is a way for 
a company to operate with a global mindset. Males also felt that India is still the best country 
to go to for outsourcing call center activities. Males were also more favorable over females in 
outsourcing activities helping to make America stronger, and that these techniques and 
strategies are the way of the future, and America needs to get on board before she gets left 
behind. Males also felt more strongly regarding a manager who engages in outsourcing events 
is respected and admired more by his/her followers. However, females did feel stronger over 
males that if a manager enforces a άƳade in the U.S.A.έ policy he/she is looking out for the 
welfare of the American people. 
Family size was significant in which respondents who had no children, had stronger opinions 
regarding outsourcing in America, for example, these respondents did feel that outsourcing 
helps a company in the long-run, companies should operate with a global mindset, doing 
business with other countries is necessary in order to stay competitive, a manager is admired 
and respected more if he/she engages in outsourcing, and America needs to get on board with 
outsourcing techniques and strategies before she gets left behind. Respondents with 3 or 
more children felt more strongly, in regards to, outsourcing takes jobs away from people in 
existing companies, and that offshore outsourcing has allowed foreign countries to gain an 
advantage over the American economy. 
The age group of 36 - 45 years were dominant in the belief that it is the U.S. governmeƴǘΩǎ 
fault for allowing companies the opportunity to offshore outsource. Respondents who were 
46 years of age or older were dominant in believing that a manager who enforces ŀ άƳade in 
the U.S.AΦέ policy is looking out for the welfare of the American people. Respondents with 
only some college felt that a male manager would be better at heading offshore outsourcing 
operations for a company over a female manager. Respondents who were either in a 
relationship, or a domestic partnership, were dominant in the attitude that offshore 
outsourcing helps the people in the foreign country to have a job, and that a male manager 
would be more adept to head offshore outsourcing operations over a female manager. The 
single age group had stronger feelings that offshore outsourcing helps a company in the long 
run. Lastly, respondents who made less than $35,000 annually had stronger beliefs regarding 
offshore outsourcing allows a person in a foreign country to better him/herself, and that a 
manager who uses offshore outsourcing techniques and strategies is operating with a global 
mindset. The respondents in the $75,000 - $124,999 income bracket believed stronger that 
outsourcing takes jobs away from existing companies. 

 
6. LIMITATIONS 
The aim of the study was to describe attitudes towards outsourcing across different subgroups 
of the U.S. population, particularly offshore outsourcing efforts. It was not designed, or 
planned to conduct multivariate analyses to identify independent predictors of responses. A 
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minimum of agree, and disagree responses would be required per variable in a multivariate 
logistic regression model. Based on this, the sample size would not be sufficient to adequately 
adjust for all demographic characteristics included in this study. This means it is not possible 
to determine whether, for example, differences by ethnicity could be explained by age 
differences in the ethnic groups. However this study does offer an indication of the 
demographic groups whose attitudes, beliefs, feelings, and opinions differ from one another. 
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ABSTRACT 

The paper studies the interdependence of the economy size and foreign direct investments (FDI) in the 
transitional economies of Central, Southeastern and Eastern Europe. In the global capitalist economy, 
foreign direct investments (FDI) represent one of the key determinants of economic growth. Among 
some transitional economies, in the last 20 years, FDI represented one of factors that increased the 
economic growth, and in other transitional economies, the influence of FDI was minor or even 
negligible. In the literature devoted to the influence of FDI on economies, the research about the 
determinants of geographical pattern of FDI distribution usually focuses on the factors that determine 
why some states manage to draw FDI in higher levels than some other states. Our research focused on 
the transitional economies of Central, Southeastern and Eastern Europe, which were for the most part 
of the last 20 years net receivers of the FDI. Only a couple of these countries in the years of the current 
economic crisis have experienced FDI net outflow. Among the states studied, we have equally studied 
the EU members, as well as the non-EU members. We have tried to find similarities and differences 
between these two groups of states in order to determine the influence of EU membership on FDI per 
capita and how it correlates with the size of the stateΩs economy. We have also tried to answer the 
question of how much the GDP growth rate correlates to the FDI net inflow share in GDP for EU and 
non-EU members. The methodology is based on the statistical correlation between FDI in current US 
dollars and GDP per capita in current US dollars (World Bank data) for each represented state, through 
the surveyed period from 1994 until 2013. The statistical correlation matrix (Pearson method) 
determined whether any correlation between the average GDP growth rate (chain index) and the 
average share of FDI in GDP per each state exists for each state surveyed. 
Keywords:  foreign  direct  investment  (FDI),  gross-domestic  product  (GDP),  the  European  Union, 
transitional economies, Central, Southeastern and Eastern Europe. 
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1. INTRODUCTION 
The relationship between foreign direct investment (FDI) and economic growth is a well- 
studied subject in the development economics literature, both theoretically and empirically. 
The interest in the subject has also grown out of the substantial increase in FDI flow that 
started in the late 1990ΩǎΣ and led to a wave of research regarding its determinants. Most of 
the research that studies FDI deals with the relationship between FDI and economic growth. 
In addition, a significant part of the research studies the determinants of FDI: economic, 
political and geographical. The importance of FDI in contemporary economies is well known. 
FDI is seen as an important element in the solution to the problem of scarce local capital and 
overall low productivity in many developing countries (DeMello, 1999). 

 
With the inclusion of FDI in the model of economic growth, traditional growth theories confine 
the possible impact of FDI to the short-run level of income, when actually recent research has 
increasingly uncovered an endogenous long-run role of FDI in economic growth determination 
(DeMello, 1997). According to the neo-classical models, FDI can only affect growth in the short 
run because of diminishing returns of capital in the end. In contrast with the conventional neo- 
classical model, which postulates that long run growth can only happen from both the 
exogenous labor force growth and technological progress, the rise of endogenous growth 
models (Barrow and Sala-i-Martin, 1995) made it possible to model FDI as promoting 
economic growth even in the end through the permanent knowledge transfer that 
accompanies FDI. 

 
Therefore, the importance of studying FDI has increased. Contrary to the claims that FDI 
boosts economic growth, Carkovic and Levine (2002) and Akinlo (2004) show that private FDI 
do not have significant influence on the economic growth of a state. However, the tests 
present in the literature about the FDI usually take into account heterogeneous groups of 
countries, thereby ignoring the differences that exist among these countries because of their 
different geographical location, tradition, and culture, as well as the trade opportunities and 
flows that influence the economic growth and thereby the FDI. Haufler and Wooton have 
studied the relation between the FDI and the tax competition, as well as the relation between 
the FDI and country size. 

 
They have focused on foreign direct investment in a region in which population is 
asymmetrically distributed between countries and there are some remaining barriers to intra- 
regional trade, although these are lower than on trade with countries outside the region. 
Empirical work has shown that both the market size and the effective tax rate on capital are 
important factors in influencing multinational ŦƛǊƳǎΩ ŎƘƻƛŎes of countries in which to invest. 
Among other findings, they have shown thaǘ άƛŦ countries differ only in population size, then 
we would expect that it is again the largest market which attracts the firm. However, the 
optimal tariff or consumption tax of the largest country will now depend on its relative size 
vis-a-vis all other countries. Furthermore, the size of the second largest country will be critical 
in determining which offer the biggest country has to beat. 

 
Essentially, the equilibrium profit tax that the largest country can extract from the firm will 
then depend on its market size advantage over the next largest ŎƻƳǇŜǘƛǘƻǊέ (Haufler, Wooton, 
1999).  In  the  199лΩǎΣ  studies  of  FDI  in  emerging  markets  have  put  particular  stress on 
indicators of economic and political risk (see Lucas, 1993; Jun and Singh, 1996). This comprised 
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three main elements: macro-economic stability, e.g. growth, inflation, exchange rate risk; 
institutional stability such as policies towards FDI, tax regimes, the transparency of legal 
regulations and the scale of corruption; and political stability, ranging from indicators of 
political freedom to measures of surveillance and revolutions (Dunning, 2004: 8). In the same 
paper, Dunning (2004: 4) recognizes other principal economic determinants of market seeking 
motives of transnational corporations (TNCs) to invest via FDI in the host states1: market size 
and per capita income, market growth, access to regional and global market, country specific 
consumer preferences, and structure of markets. Market size or size of the economy at the 
present moment is usually determined by the total GDP of the economy. Estrin and Uvalic 
(2013) have explored the determination of foreign direct investment (FDI) into the Balkan 
transition economies (Albania, Bosnia and Herzegovina, Bulgaria, Croatia, Macedonia, 
Montenegro, Romania and Serbia2). 

 
Detailed FDI inflows to Southeast Europe (SEE) are analyzed to determine the main differences 
in the volume, timing and sectoral structure of FDI within the region and in comparison to the 
Central East European countries. They have concluded that even when negative effects, such 
as the size of their economy, distance, institutional quality and prospects of EU membership 
were taken into account, Western Balkan countries receive less FDI. FDI to the Balkans were 
driven by geographical and institutional factors, similarly to other transition economies, but 
there is evidence of a significant negative regional effect3. 

 
Regarding the openness of the economy and connections of the member staǘŜǎΩ economies 
that have passed through transition with the other EU member staǘŜǎΩ economies (EU-15) it 
is important to acknowledge that the EU operates a trade regime designed to afford some 
protection to EU incumbents from third party import competition. An important aspect of 
trade linkages is involvement or potential involvement in free trade agreements, customs 
union and supra-national economic structures, such as the European Union. 

 
Third party countries may invest into such regions to avoid tariffs on exports, while the 
enhanced growth and trade from the economies of scale of integration provide a demand 
stimulant to FDI (Dunning, 2004: 8-9). The privatization process has created a specific asset 
seeking explanation for FDI in transition (Estrin, Hanousek, Kocenda, Svejnar, 2009). Thus, for 
most transition economies, the process of privatization has formed a distinct motivation for 
FDI. Western multinationals were attracted to enter reforming economies during privatization 
programs by making acquisitions because prices are relatively low and because of highly 

 

 
 

1 The other principal types of motives of transnational corporations (TNCs) for FDI, according to Dunning, are 
resource seeking, efficiency seeking, and asset seeking motives. 
2 In the paper, the mentioned EU and non-EU member states were not studied as two separate entities. The 
main parameter was the geographical position of a particular country (Balkan i.e. South-East European vs. 
Central European countries). Nevertheless, the research of Estrin and Uvalic did not include other European 
transitional, non-EU economies, such as Belarus, Moldova, and Ukraine. 
3 Brada, Kutan and Yigit (2006) examine the effects of transition and of political instability on FDI flows to the 
transition economies of Central Europe, the Baltics and the Balkans. In their specifications, they relate FDI 
inflows to a countǊȅΩǎ economic characteristics. The results show that FDI flows to transition economies 
unaffected by conflict and political instability exceed those that would be expected for comparable West 
European countries. In the case of Balkan countries, conflict and instability reduced FDI inflows below what one 
would expect for comparable West European countries and reform and stabilization failures further reduced 
FDI to the region. 
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favorable tax policies or even subsidies associated with the privatization (Estrin, Uvalic, 2013: 
27-28). 

 
2. METHODOLOGY 
In the literature devoted to the influence of FDI on economies, the research about the 
determinants of geographical pattern of FDI distribution usually focuses on the factors that 
determine why some states manage to draw FDI in higher levels than some other states. 
However, not many studies deal with the sheer size of the economy as a determinant why 
some states (i.e. their economies) are more attractive to the FDI than others when it comes 
to the size of the economy itself. Therefore, this paper studies the influence of the economy 
size on foreign direct investments (FDI) in transitional economies of Central and Eastern 
European states. In the global capitalist economy, foreign direct investments (FDI) represent 
one of the key determinants of economic growth. In the transitional economies, in the last 
quarter of the century, FDI represented one of the factors that increased the economic 
growth. Among the states studied, we have equally studied the EU members from Central and 
Eastern Europe, as well as the non-EU members. 

 
We have also tried to answer the question of how much the GDP growth rate correlates to 
the FDI net inflow share in GDP for EU and non-EU states. Therefore, we have studied the 
relationship between the FDI (net inflows, BoP, current US$)4 and FDI growth rate for a period 
of 20 years (1994-2013) along with the size of the staǘŜΩǎ economy, measured by total GDP 
(current US$)5 and GDP growth rate. The linkage between FDI and GDP was determined by 
correlating the average GDP growth rate with the average share of FDI in GDP per each state. 

 
The methodology is based on the statistical correlation between FDI in current US dollars and 
GDP per capita in current US dollars (World Bank data) for each represented state, through 
the surveyed period from 1994 until 2013. The statistical correlation matrix (Pearson method) 
determined whether any correlation between the average GDP growth rate (chain index) and 
the average share of FDI in GDP per each state exists for each state surveyed. It must be 
mentioned that this research has unavoidable limitations in the surveyed period of years. Less 
than 35 years were surveyed because there is not enough historical data. 

 
In addition, Bosnia-Herzegovina, Kosovo and Montenegro have insufficient data. Finally, the 
research results provided in this paper do not show any cause-consequence relation between 
FDI and GDP growth. Any conclusion like that would be false, for example if one wants to 

 
4 Foreign direct investment are the net inflows of investment to acquire a lasting management interest (10 
percent or more of voting stock) in an enterprise operating in an economy other than that of the investor. It is 
the sum of equity capital, reinvestment of earnings, other long-term capital, and short-term capital as shown in 
the balance of payments. This series shows net inflows (new investment inflows less disinvestment) in the 
reporting economy from foreign investors. Data are in current U.S. dollars. 
http://d ata.worldbank.org/ indicator/BX.KLT.DINV.CD.WD 
5 GDP at purchaser's prices is the sum of gross value added by all resident producers in the economy plus any 
product taxes and minus any subsidies not included in the value of the products. It is calculated without making 
deductions for depreciation of fabricated assets or for depletion and degradation of natural resources. Data are 
in curhttp:/ /data.worldbank.org/ indicator/NY.GDP.MKTP.CD/countriesrent U.S. dollars. Dollar figures for GDP 
are converted from domestic currencies using single year official exchange rates. For a few countries where the 
official exchange rate does not reflect the rate effectively applied to actual foreign exchange transactions, an 
alternative conversion factor is used. 
http://d ata.worldbank.org/ indicator/NY.GDP.MKTP.CD/countries 

http://data.worldbank.org/indicator/BX.KLT.DINV.CD.WD
http://data.worldbank.org/indicator/BX.KLT.DINV.CD.WD
http://data.worldbank.org/indicator/BX.KLT.DINV.CD.WD
http://data.worldbank.org/indicator/NY.GDP.MKTP.CD/countriesrent
http://data.worldbank.org/indicator/NY.GDP.MKTP.CD/countries
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conclude that FDI affects the growth of GDP. A statement like that cannot be concluded 
because far more variables would have to be considered first. 

 
3. RESULTS 

 
Table 1. The GDP growth rate (chain index principle) in Central, Southeastern and Eastern 

European EU and non-EU member states (original data in current US$) 1994-2003 
 

State 
 

1994 
 

1995 
 

1996 
 

1997 
 

1998 
 

1999 
 

2000 
 

2001 
 

2002 
 

2003 
 

Bulgaria 
 

x 
 

35% 
 

-32% 
 

13% 
 

30% 
 

1% 
 

-2% 
 

7% 
 

15% 
 

29% 
 

Croatia 
 

x 
 

51% 
 

6% 
 

1% 
 

7% 
 

-8% 
 

-7% 
 

7% 
 

15% 
 

29% 
 

Czech Republic 
 

x 
 

26% 
 

12% 
 

-8% 
 

7% 
 

-3% 
 

-5% 
 

9% 
 

22% 
 

22% 
 

Estonia 
 

x 
 

9% 
 

9% 
 

7% 
 

11% 
 

2% 
 

-1% 
 

10% 
 

17% 
 

34% 
 

Hungary 
 

x 
 

8% 
 

1% 
 

1% 
 

3% 
 

1% 
 

-4% 
 

14% 
 

26% 
 

26% 
 

Latvia 
 

x 
 

3% 
 

7% 
 

10% 
 

8% 
 

10% 
 

7% 
 

6% 
 

12% 
 

20% 
 

Lithuania 
 

x 
 

14% 
 

7% 
 

20% 
 

11% 
 

-3% 
 

4% 
 

6% 
 

16% 
 

31% 
 

Poland 
 

x 
 

28% 
 

13% 
 

0% 
 

10% 
 

-3% 
 

2% 
 

11% 
 

4% 
 

9% 
 

Romania 
 

x 
 

18% 
 

0% 
 

0% 
 

19% 
 

-15% 
 

5% 
 

9% 
 

13% 
 

29% 
 

Slovakia 
 

x 
 

28% 
 

8% 
 

-1% 
 

8% 
 

2% 
 

-4% 
 

6% 
 

14% 
 

32% 
 

Slovenia 
 

x 
 

46% 
 

1% 
 

-3% 
 

6% 
 

3% 
 

-55% 
 

105% 
 

13% 
 

26% 

           
 

Albania 
 

x 
 

22% 
 

24% 
 

-27% 
 

24% 
 

26% 
 

7% 
 

11% 
 

9% 
 

27% 
 

Bosnia-Herzegovina 
 

x 
 

49% 
 

49% 
 

32% 
 

12% 
 

14% 
 

18% 
 

4% 
 

16% 
 

26% 
 

Kosovo       
 

x 
 

37% 
 

7% 
 

24% 
 

Macedonia 
 

x 
 

32% 
 

-1% 
 

-16% 
 

-4% 
 

3% 
 

-2% 
 

-4% 
 

10% 
 

25% 
 

Montenegro       
 

x 
 

18% 
 

11% 
 

33% 
 

Serbia    
 

x 
 

-24% 
 

9% 
 

-66% 
 

87% 
 

33% 
 

29% 

           
 

Belarus 
 

x 
 

-6% 
 

6% 
 

-4% 
 

8% 
 

-20% 
 

5% 
 

-3% 
 

18% 
 

22% 
 

Moldova 
 

x 
 

3% 
 

-3% 
 

14% 
 

-15% 
 

-29% 
 

10% 
 

15% 
 

12% 
 

19% 
 

Ukraine 
 

x 
 

-8% 
 

-8% 
 

13% 
 

-16% 
 

-25% 
 

-1% 
 

22% 
 

12% 
 

18% 
Source: AuthƻǊǎΩ calculation based on World Bank data 
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Table 2. The GDP growth rate (chain index principle) in Central, Southeastern and Eastern 
European EU and non-EU member states (original data in current US$) 2004-2013 

 

State 
 

2004 
 

2005 
 

2006 
 

2007 
 

2008 
 

2009 
 

2010 
 

2011 
 

2012 
 

2013 
 

Bulgaria 
 

22% 
 

14% 
 

15% 
 

27% 
 

23% 
 

-6% 
 

-2% 
 

12% 
 

-4% 
 

3% 
 

Croatia 
 

20% 
 

9% 
 

11% 
 

19% 
 

17% 
 

-11% 
 

-5% 
 

4% 
 

-9% 
 

2% 
 

Czech Republic 
 

20% 
 

14% 
 

14% 
 

22% 
 

25% 
 

-13% 
 

1% 
 

9% 
 

-9% 
 

1% 
 

Estonia 
 

22% 
 

16% 
 

21% 
 

31% 
 

8% 
 

-18% 
 

-2% 
 

18% 
 

-1% 
 

9% 
 

Hungary 
 

22% 
 

8% 
 

2% 
 

21% 
 

13% 
 

-18% 
 

1% 
 

8% 
 

-9% 
 

4% 
 

Latvia 
 

23% 
 

17% 
 

24% 
 

44% 
 

17% 
 

-23% 
 

-7% 
 

19% 
 

0% 
 

9% 
 

Lithuania 
 

22% 
 

15% 
 

16% 
 

30% 
 

21% 
 

-22% 
 

-1% 
 

17% 
 

-2% 
 

8% 
 

Poland 
 

17% 
 

20% 
 

12% 
 

24% 
 

24% 
 

-19% 
 

9% 
 

10% 
 

-5% 
 

6% 
 

Romania 
 

27% 
 

31% 
 

24% 
 

39% 
 

20% 
 

-20% 
 

0% 
 

11% 
 

-7% 
 

12% 
 

Slovakia 
 

22% 
 

9% 
 

13% 
 

22% 
 

16% 
 

-11% 
 

0% 
 

10% 
 

-5% 
 

5% 
 

Slovenia 
 

16% 
 

6% 
 

9% 
 

22% 
 

15% 
 

-10% 
 

-4% 
 

7% 
 

-10% 
 

3% 
           
 

Albania 
 

32% 
 

12% 
 

9% 
 

17% 
 

20% 
 

-6% 
 

-1% 
 

8% 
 

-4% 
 

5% 
 

Bosnia-Herzegovina 
 

20% 
 

9% 
 

13% 
 

23% 
 

21% 
 

-8% 
 

-2% 
 

9% 
 

-8% 
 

6% 
 

Kosovo 
 

8% 
 

3% 
 

5% 
 

21% 
 

22% 
 

-3% 
 

2% 
 

16% 
 

-3% 
 

8% 
 

Macedonia 
 

16% 
 

9% 
 

10% 
 

24% 
 

21% 
 

-5% 
 

0% 
 

11% 
 

-8% 
 

7% 
 

Montenegro 
 

21% 
 

9% 
 

19% 
 

36% 
 

24% 
 

-8% 
 

-1% 
 

9% 
 

-10% 
 

9% 
 

Serbia 
 

21% 
 

7% 
 

16% 
 

33% 
 

23% 
 

-16% 
 

-8% 
 

18% 
 

-13% 
 

12% 

           
 

Belarus 
 

30% 
 

31% 
 

22% 
 

22% 
 

34% 
 

-19% 
 

12% 
 

8% 
 

6% 
 

13% 
 

Moldova 
 

31% 
 

15% 
 

14% 
 

29% 
 

38% 
 

-10% 
 

7% 
 

21% 
 

4% 
 

9% 
 

Ukraine 
 

29% 
 

33% 
 

25% 
 

32% 
 

26% 
 

-35% 
 

16% 
 

20% 
 

8% 
 

0% 
Source: AuthƻǊǎΩ calculation based on World Bank data 
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Table 3. The share of FDI in GDP in Central, Southeastern and Eastern European EU and non-EU 
member states (original data in current US$) 1994-2003 

State 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 
Bulgaria 1.1% 0.7% 1.2% 5.0% 4.1% 6.2% 7.8% 5.9% 5.7% 10.1% 
Croatia 0.8% 0.5% 2.1% 2.3% 3.7% 6.3% 5.2% 6.9% 4.1% 6.0% 

Czech Republic 1.9% 4.4% 2.2% 2.2% 5.8% 10.2% 8.5% 8.8% 10.8% 2.1% 
Estonia 5.4% 4.6% 3.2% 5.3% 10.4% 5.3% 6.8% 8.7% 3.9% 9.3% 

Hungary 2.7% 10.5% 7.2% 8.9% 7.0% 6.9% 6.0% 7.5% 4.5% 2.6% 
Latvia 4.2% 3.4% 6.8% 8.5% 5.4% 4.8% 5.3% 1.6% 2.7% 2.7% 

Lithuania 0.4% 0.9% 1.8% 3.5% 8.2% 4.4% 3.3% 3.7% 5.0% 1.0% 
Poland 1.7% 2.6% 2.9% 3.1% 3.7% 4.3% 5.5% 3.0% 2.1% 2.1% 

Romania 1.1% 1.2% 0.1% 3.4% 4.8% 2.9% 2.8% 2.9% 2.5% 3.1% 
Slovakia 1.4% 0.9% 1.3% 0.6% 1.9% 1.2% 7.1% n/a 11.8% 1.2% 
Slovenia 0.8% 0.7% 0.8% 1.6% 1.0% 0.5% 1.4% 2.5% 7.2% 1.0% 

           
Albania 2.7% 2.9% 3.0% 2.2% 1.7% 1.2% 3.9% 5.1% 3.0% 3.1% 

Bosnia-Herzegovina n/a n/a n/a n/a n/a n/a 2.7% 2.1% 4.0% 4.6% 
Kosovo n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 

Macedonia 0.7% 0.2% 0.3% 0.4% 4.2% 2.4% 6.0% 13.0% 2.8% 2.5% 
Montenegro n/a n/a n/a n/a n/a n/a n/a n/a n/a n/a 

Serbia n/a n/a n/a 3.5% 0.7% 0.6% 0.9% 1.6% 3.8% 7.2% 

           
Belarus 0.1% 0.1% 0.7% 2.5% 1.3% 3.7% 0.9% 0.8% 1.7% 1.0% 

Moldova 0.7% 1.5% 1.4% 4.1% 4.6% 3.2% 9.9% 3.7% 5.1% 3.7% 
Ukraine 0.3% 0.6% 1.2% 1.2% 1.8% 1.6% 1.9% 2.1% 1.6% 2.8% 

Source: AuthƻǊǎΩ calculation based on World Bank data 
 

Table 4. The share of FDI in GDP in Central, Southeastern and Eastern European EU and non-EU 
member states (original data in current US$) 2004-2013 

State 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 
Bulgaria 10.5% 14.2% 23.7% 32.9% 19.9% 8.0% 3.9% 4.0% 3.1% 3.6% 
Croatia 2.6% 4.0% 6.5% 8.3% 8.4% 5.5% 1.4% 2.0% 2.4% 1.0% 

Czech Republic 4.4% 8.9% 3.7% 5.9% 2.9% 1.5% 3.1% 1.0% 4.1% 2.5% 
Estonia 8.0% 22.5% 13.2% 15.6% 7.9% 9.6% 10.8% 2.3% 7.4% 3.7% 

Hungary 4.2% 7.7% 16.6% 51.9% 48.6% -2.3% -16.4% 7.6% 7.8% -0.6% 
Latvia 4.6% 5.1% 8.5% 9.4% 4.3% -0.2% 1.8% 5.3% 3.8% 2.8% 

Lithuania 3.4% 4.6% 6.8% 5.9% 4.0% 0.1% 2.4% 3.3% 1.4% 1.6% 
Poland 5.0% 3.6% 6.3% 6.0% 2.8% 3.3% 3.6% 3.4% 1.4% -0.9% 

Romania 8.5% 6.9% 9.3% 6.0% 6.8% 3.0% 1.9% 1.4% 1.6% 2.0% 
Slovakia 5.4% 4.9% 5.9% 4.6% 4.2% 1.8% 2.4% 3.8% 1.7% 2.2% 
Slovenia 2.5% 2.7% 1.8% 4.0% 3.3% -0.7% 1.3% 1.6% -0.5% -0.9% 

           
Albania 4.6% 3.1% 3.6% 6.1% 9.6% 11.2% 9.1% 8.1% 7.5% 11.5% 

Bosnia-Herzegovina 7.1% 5.7% 6.8% 11.8% 5.4% 0.8% 2.6% 2.6% 2.1% 1.8% 
Kosovo n/a 3.6% 9.4% 12.7% 9.3% 7.3% 8.5% 8.2% 4.5% 4.9% 

Macedonia 5.9% 2.4% 6.5% 9.0% 6.2% 2.8% 3.2% 4.8% 3.0% 3.7% 
Montenegro n/a n/a n/a 25.5% 21.5% 37.3% 18.4% 12.4% 15.3% 10.1% 

Serbia 4.3% 8.1% 17.0% 8.8% 6.3% 4.8% 3.6% 6.2% 0.9% 3.2% 

           
Belarus 0.7% 1.0% 1.0% 4.0% 3.6% 3.8% 2.5% 6.7% 2.3% 3.1% 

Moldova 3.4% 6.4% 7.6% 12.2% 12.0% 2.5% 3.5% 3.9% 2.5% 3.2% 
Ukraine 2.6% 9.1% 5.2% 7.1% 5.9% 4.1% 4.7% 4.4% 4.4% 2.1% 

Source: AuthƻǊǎΩ calculation based on World Bank data 
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Table 5. The average share of FDI in GDP and the average GDP growth rate in Central, 
Southeastern and Eastern European EU and non-EU member states 

 

State 
Average share 
of FDI in GDP 

Average GDP 
Growth rate 

Bulgaria 8.6% 11% 

Croatia 4.0% 8% 

Czech Republic 4.7% 9% 

Estonia 8.2% 11% 

Hungary 9.4% 7% 

Latvia 4.5% 11% 

Lithuania 3.3% 11% 

Poland 3.3% 9% 

Romania 3.6% 11% 

Slovakia 3.4% 9% 

Slovenia 1.6% 10% 

non-EU: 
Albania 5.2% 11% 

Bosnia-Herzegovina 4.3% 16% 

Kosovo 7.6% 11% 

Macedonia 4.0% 7% 

Montenegro 20.1% 13% 

Serbia 4.8% 10% 

Belarus 2.1% 10% 

Moldova 4.7% 10% 

Ukraine 3.2% 9% 
Source: AuthƻǊǎΩ calculation based on World Bank data (original data in current US$) 

 
Research base-points: 
Research Hypothesis No.1: On average, a positive correlation between the average share of 
FDI in GDP and the average GDP growth rate exists among EU member states. 
Research Hypothesis No. 2: Non-EU states have, on average, a stronger correlation between 
the average share of FDI in GDP and the average GDP growth rate than EU states. 
The NULL Hypothesis: the average share of FDI in GDP and the average GDP growth rate are 
unrelated among all surveyed states. 

 
Research results: 
The research results (Table 6.) show that HYPOTHESIS No.1 and HYPOTHESIS No.2 can be 
rejected, which means that there is no significant correlation in any of the presented base- 
points. There is no statistical evidence that, on average, the GDP growth correlates to the FDI 
share in the GDP for the surveyed states, both EU and non-EU. The statistical error (p-value) 
is large, although, all things considered, there seems to be stronger correlation among non- 
EU states in the presented base-points than among EU member states. 
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Table 6. The average share of FDI in the GDP / GDP growth rate correlation between three 
groups of countries: 

 
Countries 

Pearson Correlation value (r) between the 
average GDP growth rate and the average 

share of FDI in GDP 

 
P-value 

 
NULL Hypothesis at P=0,05: 

all: EU and 
non-EU states 

0.253 0.282 Confirmed 

EU states -0.29980 0.370 Confirmed 
non-EU states 0.39501 0.298 Confirmed 

Source: AuthƻǊǎΩ research and calculation based on World Bank data, FDI and GDP p/c in current US$ 

 
4. DISCUSSION AND CONCLUSION 
South-East  European  countries  are  following  a  two-pronged  strategy.  They  have  been 
upgrading their institutions and investment policies to bring them in line with EU standards. 
Investment policy is one of the most advanced dimensions of policy reform in South-East 
Europe. All countries have created a liberal regime to attract FDI, providing equal treatment 
of foreign and domestic investors (national treatment), guarantees against expropriation and 
the free transfer of funds. South-East European countries have joined regional agreements 
such as CEFTA, which opened to most of these countries in 2006 (with the exception of 
Croatia, which had joined in 20036). This agreement, which contains an important investment 
chapter, represents a significant accomplishment along the path to EU accession and an 
important stepping-stone to sustainable long-term growth. In the 199лΩǎΣ a series of security 
shocks created a region that was averting investments rather than attracting them. Following 
the stagnation of FDI as a share of GDP in 2002ς2005, FDI flows increased steeply until the 
global financial crisis hit the main investing countries in 2007 (UNCTAD, 2013: 16). However, 
their FDI inflows are still rather low. 
Clear differences exist in the level of FDI in the member states of the EU and the non-member 
states of the EU from the Western Balkans and Eastern Europe. These differences are the 
indicators that point to a conclusion that the openness of the economy, and the longevity of 
the period spent in an economic integration such as the EU, crucially influenced the level of 
FDI net inflows for each particular state studied. 
The differences between the countries of Central Europe on the one hand and of Southeastern 
and Eastern Europe on the other, can also άƛƴǾƛǘŜ critical engagement on the experience of 
pan-European integraǘƛƻƴέ as Smith has recognized (Smith, 2002: 650) and pointed that such 
renderings raise the same concerns of Todorova (1997) over Western treatments of the 
Balkans, as EǳǊƻǇŜΩǎ ΨƻtƘŜǊǎΩΦ East and Central Europe become ŀ ΨgatewayΩΣ in CohŜƴΩǎ terms, 
to ΨǘƘŜ EastΩ7. In this way the ΨgatewayΩτor what Todorova has identified as the discursive 
construction of Ψ/ŜƴǘǊŀƭ EǳǊƻǇŜΩ as different from ΨǘƘŜ EaǎǘΩ and ΨǘƘŜ BalkansΩτbecomes Ψan 
expedient argument in the drive for entry into the European institutional framewƻǊƪΩ 
(Todorova, 1997: 159ς160). Whether the main reason was the simple geographic position of 
the Central European post-communist states, or the wars in the Balkans and the influence of 

 
6 Croatia had to leave CEFTA in 2013, when it joined the European Union (author's remark). 
7 S. B. Cohen in 1991 wrote: άThe question might be raised as to whether East and Central Europe might not 
revert to a Shatterbelt rather than become the Gateway region that has been posited. This is doubtful. The 
European Community and the Soviet Union would find competition over the region to be counterproductive. 
Maritime EuropŜΩǎ concerns are Soviet military power. The USSR needs West European economic help. These 
concerns and needs balance one another. They are best addressed through cooperation, not through the 
competition that makes for shatterbeltǎέ (Cohen, 1991: 572). 
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Russia in the former Soviet Union Republics (except the Baltic states), or maybe the imagined 
perspective of the Central European gateway as an alternative to άthe Balkan chaoǎέΣ as 
Todorova already pointed in 19978, a clear political will and a perspective was given to the 
Central European post-communist states (the Visegrad Group states). That has affected the 
pre-accession processes to the European integration of these states. Slovenia and the Baltic 
states followed. 
This was the main reason why the states from Central Europe, eight of them, which joined the 
EU (and NATO, as guarantor of security) in 2004 and started their accession negotiations with 
the EU in the second half of the 199лΩs, have shown the best results in drawing the FDI inflows. 
The second factor that has strongly influenced the level of FDI is of course the economic crisis 
that has hit the European states hard. Nevertheless, very significant differences among the 
states of the different regions or even among some states from the same region of Europe 
(for example Central Europe) exist when it comes to coping with the crisis and the speed of 
economic recovery. Since 2009, the economic crisis has dramatically reduced the levels of FDI 
net inflows in the studied EU member states, and most of them have in 2013 experienced 
levels of FDI net inflows per capita that were comparable with the FDI net inflows in the states 
of Southeastern and Eastern Europe. 
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ABSTRACT 

This paper analyses EstoniaΩs trade in goods with the world in general and with Slovakia and Slovenia 
in particular. Additionally, it also proposes some measures to increase the value of EstoniaΩs exports of 
goods to the aforementioned countries, both of which are EstoniŀΩs minor export partners in Central 
and Eastern Europe. In 2013, the value of EstoniaΩs exports of goods to Slovakia and Slovenia amounted 
to ϵ51.3 million and ϵ7.4 million respectively. In order to increase the value of its exports of goods to 
these two countries, Estonia should increase the competitiveness of Estonian enterprises (especially 
small- and medium-sized ones) in the Slovakian and Slovenian markets and adopt other measures such 
as increasing the sustainability of the aforementioned enterprises with a view to facilitating their entry 
into new markets. In recent years, sustainability has become an important factor in competitiveness, 
which is mainly the result of increased environmental awareness of consumers and other stakeholders, 
foremost in developed countries (including Slovakia and Slovenia). Sustainable innovation has therefore 
become an important source of competiti ve advantage, which is especially true for enterprises 
operating in competitive markets. Therefore, in order to increase the competitiveness of Estonian 
enterprises in the aforementioned markets, Estonia should promote sustainable innovation and take 
certain other measures. 
Keywords: competitiveness, Estonia, sustainability, Slovakia, Slovenia, trade in goods. 

 
1.   INTRODUCTION 
In recent years, entrepreneurship has become increasingly important (see Hisrich, 2010; 
Hisrich, Peters and Shepherd, 2010; and Schaper et al., 2013). This is particularly true for 
international entrepreneurship (see Zucchella and Scabini, 2007; Oviatt, Maksimov and 
McDougall, 2011; Fernhaber and Prashantham, 2015; and Rialp, Rialp and Knight, 2015). This 
is an important factor in international trade in goods and services. Therefore, in order to 
increase the value of international trade in goods and services, which, in recent years, has 
been affected by the financial, economic and social crisis (see Acharyya and Kar, 2014; 
Temouri and Jones, 2014), mainly in Europe (including Estonia and some other countries in 
Central and Eastern Europe (CEE), for example, Latvia, Lithuania and Slovenia, and in North 
America), its main stakeholders should promote international entrepreneurship. Additionally, 
they should promote cooperation between entrepreneurs/enterprises in areas such as 
science and technology including those that relate to information and communication. The 
main purpose of this paper is to analyse EstoniaΩǎ trade in goods with two countries in CEE, 
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namely Slovakia and Slovenia, which joined the European Union in 2004, together with eight 
other countries including Estonia. This paper also proposes some measures to further increase 
the value of EstoniaΩǎ exports of goods to Slovakia and Slovenia. For example, the promotion 
of export entrepreneurship, which is a subtype of international entrepreneurship (see 
Navarro-GarcƝa and Peris-Ortiz, 2015), and cooperation of Estonian entrepreneurs/enterprises 
with their Latvian, Lithuanian and Slovenian counterparts in areas such as the aforementioned 
ones. The rest of this paper is structured as follows: Section 2 analyses EstoniaΩǎ foreign trade 
in goods and services, while Section 3 analyses EstoniaΩǎ foreign trade in goods only. Section 
3 also lists some of the measures that should be taken by Estonia to further increase the value 
of its exports of goods to the world including Slovakia and Slovenia. One of these measures is 
to further increase EstoniaΩǎ competitiveness. Section 4 analyses Estonian countieǎΩ foreign 
trade in goods, while section 5 analyses EstoniaΩǎ trade in goods with Slovakia and Slovenia. 
Section 6 lists the main findings and some measures to increase the value of EstoniaΩǎ exports 
of goods to the aforementioned countries. 

 
2.   ANALYSIS OF ESTONL!Ω{ FOREIGN TRADE IN GOODS AND SERVICES 
Similar to most other countries in CEE, including Slovenia, Estonia is heavily dependent on its 
trade in goods and services with the world (see Figure 1, and aǸǸǊǎepp, 2014, pp. 28ς29). 
There are many reasons for this such as EstoniaΩǎ lack of natural resources, for example, fossil 
fuels, and the small size of EstoniaΩǎ domestic market for goods and services. In 2013, the 
value of EstoniaΩǎ trade in goods and services with the world amounted to ϵо1,993.7 million, 
170.7 % of the value of EstoniaΩǎ gross domestic product (GDP) and an increase of 3.2 % from 
the previous year. In the same year, the value of EstoniaΩǎ exports of goods and services to 
the world amounted to ϵм6,132.2 million, 86.1 % of the value of EstoniaΩǎ GDP and an increase 
of 3.5 % from the previous year. Furthermore, the value of EstoniaΩǎ imports of goods and 
services from the world amounted to ϵ15,861.5 million, 84.6 % of the value of EstoniaΩǎ GDP 
and an increase of 2.9 % from the previous year. 
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Figure 1:  Countries in CEE by foreign trade in goods and services 
(percentage of GDP), 2013. 
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Notes: Latvia and Lithuania were excluded due to lack of data. AL ς Albania, AT ς Austria, BA ς Bosnia and 
Herzegovina, BG ς Bulgaria, BY ς Belarus, CZ ς Czech Republic, DE ς Germany, EE ς Estonia, HR ς Croatia, HU ς 
Hungary, MD ς Moldova, MK ς Macedonia, MN ς Montenegro, PL ς Poland, RO ς Romania, RS ς Serbia, SI ς 
Slovenia, SK ς Slovakia, UA ς Ukraine, XK ς Kosovo. 
Sources: The World Bank (2014a, b). 
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In recent years, EstoniaΩs dependency on foreign trade in goods and services has increased 
(see Figure 2), mainly as a result of the further internationalization of Estonian enterprises. 
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Figure 2:  EstonƛŀΩǎ foreign trade in goods and services (percentage of GDP), 2013. 
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Source: Statistics Estonia (2015). 

 
3.   ANALYSIS OF ESTONL!Ω{ FOREIGN TRADE IN GOODS 
This section analyses EstoniaΩǎ trade in goods with the world. In 2013, the value of EstoniaΩǎ 
trade in goods with the world amounted to ϵн6,097.3 million, 139.3 % of the value of EstoniaΩǎ 
GDP and a decrease of 2 % from the previous year. This was mainly due to increased economic 
uncertainty in Europe, especially in EstoniaΩǎ main trading partners in goods (see Silla and 
Puura, 2014: 241). In the same year, the value of EstoniaΩǎ exports of goods to the world 
amounted to ϵм2,291.1 million, 65.6 % of the value of EstoniaΩǎ GDP and a decrease of 1.8 % 
from the previous year. Furthermore, the value of EstoniaΩǎ imports of goods from the world 
aƳƻǳƴǘŜŘ ǘƻ ϵм3,806.2 million, 73.7 % of the value of EstoniaΩǎ GDP and a decrease of 2.1 % 
from the previous year. 

 
Europe is EstoniaΩǎ most important foreign market for goods. There are many economic, 
political and social reasons for this. In 2013, the value of EstoniaΩǎ ǘǊade in goods with Europe 
amounted to ϵн3,463.4 million (see Table 1), 89.9 % of the value of EstoniaΩǎ trade in goods 
with the world and an increase of 0.7 % from the previous year. In the same year, the value of 
EstoniaΩǎ exports of goods to Europe amounted ǘƻ ϵм0,745.7 million, 87.4 % of the value of 
EstoniaΩǎ exports of goods to the world and an increase of 3.9 % from the previous year. 
Furthermore, the value of EstoniaΩǎ imports of goods from Europe aƳƻǳƴǘŜŘ ǘƻ ϵм2,717.7 
million, 92.1 % of the value of EstoniaΩǎ imports of goods from the world and a decrease of 1.9 
% from the previous year. 
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Table 1: EstonƛŀΩǎ trade in goods by region, 2013. 
 Exports Imports Exports plus imports 

 

Value in 
million ϵ 

Percentage 
of the total 
value 

 

Value in 
millioƴ ϵ 

Percentage 
of the total 
value 

 

Value in 
millioƴ ϵ 

Percentage 
of the total 
value 

Africa 128.2 1.0 14.4 0.1 142.6 0.5 
America 507.2 4.1 190.9 1.4 698.1 2.7 
Antarctica 1.6 0.0 0.0 0.0 1.6 0.0 
Asia 735.3 6.0 873.2 6.3 1,608.5 6.2 
Europe 10,745.7 87.4 12,717.7 92.1 23,463.4 89.9 
Oceania 24.4 0.2 10.0 0.1 34.4 0.1 
Not specified 148.8 1.2 0.0 0.0 148.8 0.6 
Total 12,291.1 100.0 13,806.2 100.0 26,097.3 100.0 

Source: AuthorΩǎ ŎŀƭŎǳƭations based on data from Statistics Estonia (2014a). 

 
Asia, foremost East and Southeast Asia, is EstoniaΩǎ second most important foreign market for 
goods. There are many reasons for this, most of which are economic. In 2013, the value of 
EstoniaΩǎ trade in goods with Asia amounted to ϵмΣ608.5 million, 6.2 % of the value of EstoniaΩǎ 
trade in goods with the world and a decrease of 4.3 % from the previous year. In the same 
year, the value of EstoniaΩǎ exports of goods to Asia amounted to ϵт35.3 million, 6 % of the 
value of EstoniaΩs exports of goods to the world and a decrease of 4.5 % from the previous 
year. Furthermore, the value of EstoniaΩs imports of goods from Asia amounted to ϵу73.2 
million, 6.3 % of the value of EstoniaΩǎ imports of goods from the world and a decrease of 4 % 
from the previous year. 

 
America, foremost North America, is EstoniaΩǎ third most important foreign market for goods. 
In 2013, the value of EstoniaΩǎ trade in goods with America amounted to ϵс98.1 million, 2.7 % 
of the value of EstoniaΩǎ trade in goods with the world and a decrease of 31 % from the 
previous year. In the same year, the value of EstoniaΩǎ exports of goods to America amounted 
to ϵр07.2 million, 4.1 % of the value of EstoniaΩǎ trade in goods with the world and a decrease 
of 38.8 % from the previous year. Furthermore, the value of EstoniaΩǎ imports of goods from 
America amounted to ϵм90.9 million, 1.4 % of the value of EstoniaΩǎ imports of goods from 
the world and an increase of 4.8 % from the previous year. 

 
Other regions are EstoniaΩǎ less important foreign markets for goods. In 2013, the value of 
EstoniaΩǎ trade in goods with Africa, Antarctica and Oceania amounted to ϵм78.6 million, 0.7 
% of the value of EstoniaΩǎ trade in goods with the world. 

 
In order to increase the value of its exports of goods to the world, Estonia should increase its 
competitiveness, which is already higher than the competitiveness of most other countries in 
CEE including Slovakia and Slovenia (see Sala-i-MaǊǘƝƴ et al., 2014, p. 13). It should also adopt 
some other measures such as increasing the inventiveness, innovativeness and, particularly, 
the productiveness of Estonian (exporting) enterprises, especially small- and medium-sized 
ones (see Heinlo, 2014, p. 66). Additionally, Estonia should further increase its attractiveness 
to foreign investors/investment, especially in the field of science and technology (mainly high- 
technology). This is particularly important in order to increase the value of EstoniaΩǎ exports 
of high-technology goods. In 2012, this accounted for 11 % of the value of EstoniaΩǎ total 
exports of manufactured goods (see Figure 3), which is above the average for countries in CEE. 
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Figure 3:  Countries in CEE by exports of high-technology goods (% of total exports of 
manufactured goods), 2012. 
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Notes: Lithuania, Latvia, Kosovo, Montenegro and Serbia were excluded due to lack of data. AL ς Albania, AT ς 
Austria, BA ς Bosnia and Herzegovina, BG ς Bulgaria, BY ς Belarus, CZ ς Czech Republic, DE ς Germany, EE ς 
Estonia, HR ς Croatia, HU ς Hungary, MD ς Moldova, MK ς Macedonia, PL ς Poland, RO ς Romania, SI ς Slovenia, 
SK ς Slovakia, UA ς Ukraine. 
Source: The World Bank (2014c). 

 
In the same year, exports of information and communication technology (ICT) goods 
accounted for 10.9 % of the value of EstƻƴƛŀΩǎ total exports of goods (see Figure 4), which is 
also above the average for countries in CEE. 

 
Figure 4:  Countries in CEE by exports of ICT goods (% of total exports of goods), 2012. 
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Notes: Lithuania, Latvia and Kosovo was excluded due to lack of data. AL ς Albania, AT ς Austria, BA ς Bosnia and 
Herzegovina, BG ς Bulgaria, BY ς Belarus, CZ ς Czech Republic, DE ς Germany, EE ς Estonia, HR ς Croatia, HU ς 
Hungary, MD ς Moldova, MK ς Macedonia, MN ς Montenegro, PL ς Poland, RO ς Romania, RS ς Serbia, SI ς 
Slovenia, SK ς Slovakia, UA ς Ukraine. 
Source: The World Bank (2014d). 
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In 2013, 38.7 % of EstoniaΩǎ trade in goods with the world was with Finland, Latvia and Sweden 
(see Table 2). 

 
Table 2: EstonƛŀΩǎ trade in goods by country, 2013. 

Exports Imports Exports plus imports 
 

Value in 
millioƴ ϵ 

Percentage 
of the total 
value 

 

Value in 
millioƴ ϵ 

Percentage 
of the total 
value 

 

Value in 
millioƴ ϵ 

Percentag 
e of the 
total value 

Finland                                                1,986.0                 16.2        2,082.3                   15.1        4,068.3                 15.6 
Latvia                                                   1,274.7                 10.4        1,301.8                     9.4        2,576.5                   9.9 
Sweden                                               2,061.3                 16.8        1,395.3                   10.1        3,456.6                 13.2 
Other countries and not 

specified                                              
6,969.2                 56.7        9,026.7                   65.4      15,995.9                 61.3

 
Total                                                  12,291.1               100.0      13,806.2                 100.0      26,097.3              100.0 

Source: AuthorΩǎ Ŏŀlculations based on data from Statistics Estonia (2014a). 

 
In order to increase their competitiveness, Estonian enterprises, especially small- and 
medium-sized ones, should increase their cost-effectiveness and adopt some other measures 
such as improving their human resource management (see Alas and Vanhala, 2013). After all, 
human resources are an important source of sustainable competitive advantages (see Snell, 
Morris and Bohlander, 2013). 

 
4.   ANALYSIS OF ESTONIAN COUNTIESΩ FOREIGN TRADE IN GOODS 
Estonia is divided into 15 counties. Harju County is the largest in terms of population and 
second largest one in terms of area. In 2013, the value of Harju CountȅΩǎ foreign trade in goods 
amounted to ϵм8,926 million or 72.5 % of the value of EstoniaΩǎ foreign trade in goods (see 
Table 3). In the same year, the value of Harju CountȅΩǎ exports of goods amounted to ϵтΣ948.9 
million or 64.7 % of the value of EstoniaΩs total exports of goods. Furthermore, the value of 
Harju CountȅΩǎ imports of goods amounted to ϵм0,977.1 million or 79.5 % of the value of 
EstoniaΩǎ total imports of goods. In order to further increase the value of their exports of 
goods, Estonian counties should promote export entrepreneurship among their inhabitants, 
especially young ones. They should also adopt some other measures such as the promotion of 
cooperation between Estonian (exporting) enterprises, especially small- and medium-sized 
ones. 

 
 
 

 
(Table following on the next page) 
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Table 3: Estonian counties by foreign trade in goods, 2013. 
Exports Imports Exports plus imports 

 

Value in 
millioƴ ϵ 

Percentag 
e of the 
total value 

 

Value in 
millioƴ ϵ 

Percentag 
e of the 
total value 

 

Value in 
millioƴ ϵ 

Percentag 
e of the 
total value 

Harju County                                       7,948.9                 64.7         10,977.1                 79.5         18,926.0                 72.5 
Hiiu County                                               46.1                   0.4                 29.6                   0.2                 75.7                   0.3 
Ida-Viru County                                      833.7                   6.8               491.7                   3.6           1,325.4                   5.1 
Jƿgeva County                                          92.0                   0.7                 48.8                   0.4               140.8                   0.5 
WŅǊǾŀ /ƻunty                                           134.6                   1.1                 63.8                   0.5               198.4                   0.8 
[ŅŅne County                                            70.1                   0.6                 36.1                   0.3               106.2                   0.4 
[ŅŅne-Viru County                                 367.4                   3.0               140.3                   1.0               507.8                   1.9 
tƿƭǾŀ /ƻunty                                             51.3                   0.4                 23.1                   0.2                 74.3                   0.3 
tŅǊnu County                                          521.8                   4.2               435.9                   3.2               957.8                   3.7 
Rapla County                                          153.9                   1.3                 88.2                   0.6               242.0                   0.9 
Saare County                                          167.7                   1.4                 83.4                   0.6               251.1                   1.0 
Tartu County                                           791.4                   6.4               752.8                   5.5           1,544.1                   5.9 
Valga County                                          142.5                   1.2                 81.0                   0.6               223.6                   0.9 
Viljandi County                                       253.7                   2.1               156.5                   1.1               410.2                   1.6 
±ƿǊǳ /ƻunty                                            116.3                   0.9                 54.6                   0.4               170.9                   0.7 
Not specified                                          599.7                   4.9               343.2                   2.5               942.9                   3.6 
Total                                                   12,291.1              100.0         13,806.2              100.0         26,097.3              100.0 

Source: AuthorΩǎ ŎŀƭŎǳƭations based on data from Statistics Estonia (2014b). 

 
In 2013, Harju County had the highest number of exporters and importers of goods per 1,000 
inhabitants among all of the Estonian counties (see Figure 5). This is not surprising, considering 
the fact that Tallinn, EstoniaΩǎ ŎŀǇƛǘal, is part of this county. 

 
Figure 5:  Estonian counties by number of exporters and importers of goods per 1,000 

inhabitants, 2013. 
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Notes: EE-37 ς Harju County, EE-39 ς Hiiu County, EE-44 ς Ida-Viru County, EE-49 ς Jƿgeva County, EE-51 ς WŅǊǾŀ 
County, EE-57 ς [ŅŅne County, EE-59 ς [ŅŅne-Viru County, EE-65 ς tƿƭǾŀ /ƻunty, EE-67 ς tŅrnu County, EE-70 ς 
Rapla County, EE-74 ς Saare County, EE-78 ς Tartu County, EE-82 ς Valga County, EE-84 ς Viljandi County, EE-86 
ς ±ƿru County. 
Source: AuthorΩǎ ŎŀƭŎǳƭations based on data from Statistics Estonia (2014b). 

 
In 2013, Harju County had the third highest value of exports of goods per exporter (see Figure 
6) and the highest value of imports of goods per importer (see Figure 7) among all of the 
Estonian counties. 
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Figure 6:  Estonian counties by exports of goods per exporter (value in ϵύΣ 2013. 
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Rapla County, EE-74 ς Saare County, EE-78 ς Tartu County, EE-82 ς Valga County, EE-84 ς Viljandi County, EE-86 
ς ±ƿru County. 
Source: AuthorΩǎ calculations based on data from Statistics Estonia (2014b). 

 
 
 

900 
 

800 
 

700 
 

600 
 

500 
 

400 
 

300 
 

200 
 

100 
 

0 

Figure 7:  Estonian counties by imports of goods per importer (value iƴ ϵύΣ 2013. 
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ς ±ƿru County. 
Source: AuthorΩǎ ŎŀƭŎǳƭations based on data from Statistics Estonia (2014b). 

 
 
 

5.   ANALYSIS OF ESTONL!Ω{ TRADE IN GOODS WITH SLOVAKIA AND SLOVENIA 

 
5.1. EstoniŀΩǎ ǘrade in goods with CEE 
This section analyses EstoniaΩǎ trade in goods with CEE, one of EstoniaΩǎ most important 
foreign markets for goods. There are many economic, political and social reasons for this. In 
2013, the value of EstoniaΩǎ trade in goods with CEE amounted to ϵфΣ007.2 million or 38.4 % 
of the value of EstoniaΩǎ trade in goods with Europe. In the same year, the value of EstoniaΩǎ 
exports of goods to the CEE amounted to ϵоΣ139.3 million or 29.2 % of the value of EstoniaΩǎ 
exports of goods to Europe. Furthermore, the value of EstoniaΩǎ imports of goods from CEE 
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amounted to ϵрΣ867.9 million or 46.1 % of the value of EstoniaΩǎ imports of goods from 
Europe. 

 
In 2013, 87 % of EstoniaΩǎ trade in goods with CEE was with Germany, Latvia, Lithuania and 
Poland (see Table 4). There are many reasons for this such as the relatively small distance 
between Estonia and the aforementioned countries. 

 
Table 4: EstonƛŀΩǎ trade in goods with countries in CEE, 2013. 

 
Exports Imports Exports plus imports 

 

Value in 
millioƴ ϵ 

Percentag 
e of the 
total value 

 

Value in 
millioƴ ϵ 

Percentag 
e of the 
total value 

 

Value in 
millioƴ ϵ 

Percentag 
e of the 
total value 

Albania                                                         0.6                   0.0                   0.0                   0.0                   0.6                   0.0 
Austria                                                       35.1                   1.1               118.4                   2.0               153.5                   1.7 
Belarus                                                       51.6                   1.6                 87.2                   1.5               138.8                   1.5 
Bosnia and Herzegovina                           2.2                   0.1                   0.3                   0.0                   2.5                   0.0 
Bulgaria                                                      25.9                   0.8                 14.4                   0.2                 40.3                   0.4 
Croatia                                                          1.9                   0.1                   3.5                   0.1                   5.4                   0.1 
Czech Republic                                         48.4                   1.5               176.7                   3.0               225.1                   2.5 
Germany                                                 563.8                 18.0           1,455.8                 24.8           2,019.6                 22.4 
Hungary                                                     28.0                   0.9               177.7                   3.0               205.7                   2.3 
Kosovo                                                         0.0                   0.0                   0.0                   0.0                   0.0                   0.0 
Latvia                                                    1,274.7                 40.6           1,301.8                 22.2           2,576.5                 28.6 
Lithuania                                                 717.9                 22.9           1,224.3                 20.9           1,942.2                 21.6 
Macedonia                                                  0.2                   0.0                   0.5                   0.0                   0.7                   0.0 
Moldova                                                       5.0                   0.2                   2.0                   0.0                   7.0                   0.1 
Montenegro                                                0.1                   0.0                   0.0                   0.0                   0.1                   0.0 
Poland                                                      207.8                   6.6           1,086.0                 18.5           1,293.9                 14.4 
Romania                                                    11.1                   0.4                 39.3                   0.7                 50.4                   0.6 
Serbia                                                           5.0                   0.2                   2.1                   0.0                   7.1                   0.1 
Slovakia                                                      51.3                   1.6                 61.7                   1.1               112.9                   1.3 
Slovenia                                                       7.4                   0.2                 28.8                   0.5                 36.2                   0.4 
Ukraine                                                    101.3                   3.2                 87.3                   1.5               188.6                   2.1 
Total                                                      3,139.3              100.0           5,867.9              100.0           9,007.2              100.0 

Source: AuthorΩǎ ŎŀƭŎǳƭations based on data from Statistics Estonia (2014a). 

 
In order to geographically diversify its foreign trade in goods, Estonia should promote its trade 
in goods with other countries in Europe, especially CEE (including Slovenia), and in other 
regions, for example, Asia, especially Eastern and South-eastern Asia. It should also adopt 
some other measures such as the promotion of cooperation between Estonian enterprises, 
especially small- and medium-sized ones, and their non-Estonian counterparts in areas such 
as science and technology, especially those that relate to information and communication. 

 
5.2. EstoniŀΩǎ ǘrade in goods with Slovakia and Slovenia 
This section analyses EstoniaΩǎ trade in goods with Slovakia and Slovenia, both of which are 
small countries with small open economies. This means that they are very vulnerable to 
changes in supply and demand for goods and services in their domestic and foreign markets. 

 
In 2013, the value of EstoniaΩǎ trade in goods with Slovakia and Slovenia amounted ǘƻ ϵм12.9 
million and ϵо6.2 million respectively. In the same year, the value of EstoniaΩǎ exports of goods 
to these countries amounted to ϵр1.3 million and ϵтΦп million respectively. In order to 
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increase the value of its exports of goods to these countries, Estonia should increase the 
competitiveness of Estonian (exporting) enterprises (especially small- and medium-sized ones) 
in the Slovakian and Slovenian market for goods. Additionally, Estonia should also: increase its 
cooperation with the aforementioned countries in areas such as science and technology 
(Estonia, for example, is one of the leading countries in the field of information and 
communication technology in Europe (especially CEE), it is also one of the leading countries in 
the field of e-services); increase networking of Estonian entrepreneurs/enterprises with their 
Slovakian and Slovenian counterparts; increase cooperation of Estonian enterprises with their 
aforementioned counterparts in areas such as e-business, e-government, and e-health; etc. 

 
In recent decades, the world has changed more than ever (see Kose and Ozturk, 2014). There 
have been many reasons for this such as technological changes (see Volti, 2014). Today, 
technology, especially information technology, is one of the most important factors in 
international trade in goods and services (see Prieger and Heil, 2014). This is especially true 
for the Internet, which has changed the behaviour of consumers (see Gundry and Kickul, 2004; 
James, 2010; Dann and Dann, 2011; and Lambin and Schuiling, 2012). Between 2005 and 2014, 
the number of Internet users in the world increased by 185.49 % (see International 
Communication Union, 2015). As a result, Internet marketing has become increasingly 
important (see Roberts and Zahay, 2013; Boone and Kurtz, 2015; and Chaston, 2015). 
Therefore, in order to increase their sales in their domestic and foreign markets, including in 
Slovakia and Slovenia, Estonian enterprises (especially small- and medium-sized ones) should 
improve their Internet marketing and adopt some other measures such as increasing their 
market-orientation. 

 
6.   CONCLUSION 
In 2013, the value of EstoniaΩǎ exports of goods to Slovakia and Slovenia, two of EstoniaΩǎ less 
important export markets in CEE, amounted to ϵр1.3 million and ϵтΦп million, respectively. In 
order to increase the value of its exports of goods to these two countries, Estonia should 
increase its competit iveness and adopt some other measures such as increasing the 
inventiveness, innovativeness and productiveness of its enterprises, especially small- and 
medium-sized ones. Additionally, Estonia should increase its attractiveness to Slovakian and 
Slovenian investors, especially in the field of information and communication technology. 
Above all, Estonia should increase the promotion of export entrepreneurship among its 
citizens, especially in less-developed areas, and the geographical diversification of its exports. 
The latter is particularly important in light of the Crimean crisis, which negatively affects 
EstoniaΩǎ ǘǊade in goods with Russia, one of its major trading partners. 
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